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Welcome Words from the 

PRIP'2014 Chairman 
 
 
 
 
 
 

On behalf of the Organizers it is my great pleasure to welcome you at the 12th International 

Conference “Pattern Recognition and Information Processing” (PRIP). PRIP Conference is the 

main biennial event of the Belarusian Association for Image Analysis and Recognition. The 

Conference is organized in cooperation with other major ICT research and development 

establishments of Belarus. 

It is my pleasure to inform you that papers from 10 different countries have been submitted 

to PRIP’2014. All the submitted papers have been reviewed by the Program Committee members 

together with the external referees. As a result we have selected 66 papers for including into the 

PRIP'2014 Scientific Program. 

The Conference can not take place without the help of many people participating in 

the Conference organization. I would like to express my sincere gratitude to all members of the 

Program Committee and referees who carefully reviewed and selected the papers, to the 

Organizing Committee who has been working hard for the organization of the Conference and 

preparation of PRIP'2014 Proceedings book, as well as to all Authors for submitting their papers. 

Many thanks to everyone who took part in preparation of the Conference. I am happy to 

welcome you to Minsk and hope that you will have good impressions and memories of 

PRIP'2014 when you will open this book. 

 
 
Alexander Tuzikov 

 
 
PRIP'2014 Chairman 
Minsk, Belarus, May 2014 
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THE KNOWLEDGE EXTRACTION ANALYTICAL PLATFORM  

FOR EMBEDDED INDUSTRIAL APPLICATIONS 

 
V. Abaturov, Yu. Dorogov 

Saint Petersburg Electrotechnical University “LETI”, Russia 
e-mail: vasilianich@yandex.ru 

The knowledge extraction analytical platform for embedded industrial applications based on DBMS 

PostgreSQL is considered. The architecture of analytical platform that satisfies requirements of SQL/MM and 

PMML is proposed. The unified management interface for analytical platform is described. The knowledge 

extraction phases (training phase, testing phase and application phase) are considered. The logical data 

model of analytical platform infrastructure is shown. The advantages of analytical platform are presented. 

Introduction 

Modern process control systems require data processing of large collection of information. 
This problem has become critical in analytical data processing fields such as data mining, artificial 
intelligence, decision support system (DSS), machine vision (MV), multimedia technology, etc. Currently, 
the analytical system market is growing exponentially. Many foreign companies such as IBM Cognos, 
MicroStrategy, Oracle, SAS, Microsoft, as well as Russian company BaseGroup Labs, “Prognoz” [1] 
work in the analytical system market. 

Integration of analytical data processing, algorithms for knowledge extraction, metadata 
management and results visualization on the unified analytical platform software is the current trend of 
analytic system evolution. The technology development of analytical platform for industrial embedded 
applications requires solutions of several fundamental issues: 

− development of architecture; 

− development of system interfaces; 

− providing service capabilities; 

− providing security and reliability; 

− providing high performance. 
Unmanned technology is becoming more popular with the introduction of analytical computations 

in industrial systems. Other computation processes use analytical services in those technologies. Wherein, 
the using of universal interaction between different computation processes and analytical system is 
becoming more important. Transmission is supported not only at the data level, but also at the level of 
data processing models in system for industry. Therefore, standardization of data processing models 
representation is also important. 

1. Standardization 

Existing data mining standards affect main aspects of analytical systems for knowledge extraction 
building. There are three aspects that can be distinguished. First is the unification of interfaces, by which 
any application can access the functionality of the analytical platform. This aspect considers the object 
programming languages (CWM Data Mining, JDM) and SQL extensions (SQL/MM, OLE DB for Data 
Mining), which allow you to access Data Mining tools embedded into a relational database. Second is 
developing the unified agreement for storage and transmission data mining model. PMML language 
(Predicted Model Markup Language) is the solution of this problem. And the last one is the 
recommendation about processes of knowledge extraction. This aspect is considered in CRISP-DM 
standard (Cross Industry Standard Process for Data Mining). 

The analysis shows that SQL/MM [2] and PMML [3] are the most compatible pair of standards, 
among many other. SQL / MM standard is sufficient for the development of the analytical platform 
architecture embedded into a relational database. PMML standard completely covers the presentation of 
algorithms and models. Besides, the last version of this standard allows using PMML models for 
information description. 
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2. The architecture of analytical platform 

The analytical platform for industrial embedded applications bases on ORDBSM (Object-
Relational Database Management System) PostgreSQL [4] is considered in this article. The architecture 
of analytical platform is shown on fig. 1. 

 

Fig. 1. The architecture of analytical platform 

The analytical platform consists of the analytical DBSM and external support computing modules. 
The interaction between analytical platform and applications is implemented using three independent 
interfaces: 

SQL/MM – SQL language extension for control of knowledge extraction process; 
SOAP – communication protocol [5] between the web applications; 
DDS – distributed service for real-time systems standard (OMG) [6]. 
PostgreSQL performs as an analytic DBMS. PostgreSQL allows you to create a new custom data 

types and stored procedures to perform knowledge extraction in accordance with the standard SQL/MM. 
External computing modules, in fact, represent a DLL (Dynamic Link Library) written in an object-

oriented language C++ and R language (functional programming language for statistical computing). The 
external computing modules include: data processing module; XSLT transformation module; validation 
module and parsers for SOAP and DDS messages – library that is used for forming SQL/MM scripts from 
SOAP and DDS messages and for forming reply messages containing the result. 

The interaction between analytical database and external computing modules (plug-ins) is 
organized by PostgreSQL standard interface for stored procedures written in C++ language and by 
additional PL/R module allowed to develop a stored procedure written in R language. 

Analytical database contains storages for the analyzed data (training data, testing data and 
application data) and the results of using data mining models (test results and application results). 

Centralized storage of analytical infrastructure is important aspect of analytical platform for 
industrial application. System storage of analytical platform infrastructure will be called a repository. The 
repository is the storage of analytical services and resources. Services storage contains a description of all 
available algorithms and all validation schemas that are necessary for processing SQL/MM procedures. 
Also validation schemas are used for triggers that provide the analytical resources integrity. 

Resources storage contains the results of the various phases and stages of knowledge extraction. 
Resources include: settings – XML description of the available computational options; tasks – XML 
description containing all the necessary information to start the stage of knowledge retrieval and PMML 
models – XML description of the finished data mining models. 
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PMML standard is important part of analytical platform architecture. This standard applies not only 
for the representation and storage of data mining models. PMML standard is used to develop a message 
interface for transmitting information through the remote access (SOAP and DDS). 

Data mining processes execution occurs on the scripts engine. The scripts engine is based on 
PostgreSQL request handler (SQL handler). The script engine allows not only to call the analytical and 
repository procedures, but also provides access to data and resources storages. SQL/MM standard (SQL 
query language extension) provides the unified access. In addition, the scripts engine is equipped with the 
resources integrity control tools. The tools are implemented by PostgreSQL trigger functions. 

Exceptions are raised when the analytical platform is used incorrectly. Exceptions interrupt the 
scripts and retrieve the analytical platform to a previous state. Codes and messages of exceptions allow 
identifying the cause of incorrect use of the script. The SQL/MM script example for metadata defining is 
shown on fig. 2. 

 

 

Fig. 2. The SQL/MM script example 

It can be seen that the main functional elements of the SQL/MM scripts are data types, stored 
procedures and exceptions. 

Data types are the structured units of information. Stored procedures are used to perform operations on 
different data types. Exceptions are used to present the information about scripts running mistakes. 
The aggregate of these functional elements allows creating a complete set of SQL/MM scripts for 
knowledge extraction running. There are stored procedures DM_defMiningData() and 
DM_getLogicalDataSpec(), data types DM_MiningData and DM_LogicalDataSpec, exception “SQL/MM 
Data Mining exception – invalid table name” is used in the fig. 2 script. “SQL/MM Data Mining exception – 
invalid table name” exception is generated in case of an incorrect name of the data table. 

3. The infrastructure of analytical platform 

The SQL/MM standard determines the common concept of knowledge extraction processes 
performed by specific algorithms, but does not define the analytical platform architecture generally. 
Nonetheless, it is contemplated that tasks, models and algorithms settings should be stored in special 
tables of analytical database. The set of system tables for storage the results of all knowledge extraction 
forms the analytical infrastructure. Analytical infrastructure should provide: access and manage of 
analytics platform resources (tasks, computational models and settings); specification of available services 
(description of the algorithms); description of available algorithms settings; description of available 
knowledge models; description of available SQL/MM function interfaces; integrity of analytical resources 
and services. 

The repository is a system storage supporting the infrastructure of analytical platform. The purpose 
of the repository is providing the programming interface to the analytical resources and services. The 
logical data model of repository is shown of fig. 3. The repository consists of resources storage and 
services storage. 
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Fig. 3. The logical data model of repository 

The services storage is a set of tables designed for knowledge extraction algorithms description, 
description of different SQL/MM types by XML schemas, storage of base validation schemas and system 
XSLT transformations. In general, the services storage improves the quality and efficiency of the 
analytical platform. The services storage simplifies the using of analytical platform and makes clear the 
implementation of knowledge extraction process. The names of services storage table begin with the 
prefix “RP_”. Fig. 3 shows that the analytical resources consist of five tables: table of knowledge 
extraction algorithms (RP_ALGORITHMS); table of system schemas (RP_SYSTEM); table of system 
transformation (RP_XSLT); table of SQL/MM types (RP_SQL_MM_Types); table of SQL/MM schemas 
(RP_SQL_MM_Schema). 

The RP_ALGORITHMS table is intended for description of knowledge extraction algorithms. This 
table contains the identification fields (id, name), providing the uniqueness of algorithm, settings schemas 
and description of the algorithm methods. The RP_ALGORITHMS table provides preservation the 
resources only to those algorithms which are defined therein. 

The RP_SYSTEM table designed to store basic schemas. This table contains the following basic 
schemas: PMML schema (pmml-4-1) designed to validate the knowledge models and used as a base to the 
other system schemas; base schema of PMML models settings representation (pmm_task) used for models 
settings validation; schema of SQL/MM methods (SQL/MM) used for validation of SQL/MM methods 
description; schema of DDS and SOAP messages (DDS_Message, SOAP_Message) used for validation of 
transmitted DDS and SOAP messages. 

The RP_XSLT table is intended to store system XSLT transformations used to implement 
SQL/MM functional. 

The RP_SQL_MM_Types table is intended to store the names of abstract SQL/MM types, which 
include models (Model), training tasks (BldTask), testing tasks (TestTask) and application task 
(ApllyTask). Records in this table provide uniqueness of schemes describing the internal structure of the 
SQL/MM types. 

The RP_SQL_MM_Schema table is intended for direct storage of different SQL/MM types 
schemes. The combination of unique algorithms identifiers in RP_ALGORITHMS and type identifiers in 
RP_SQL_MM_Types guarantees, for example, that the services storage will be one and only one training 
task schema for the classification algorithm, of course, if the only one classification algorithm is 
announced in the services storage. Otherwise, the validation SQL/MM types schemas must be define for 
each classification. 

The resources storage is a set of related tables used for storage of results on each stages of 
knowledge extraction process (models settings, algorithms settings, tasks, PMML models). The names 
resources storage tables with the prefix “AR_”. Fig. 3 shows that the resources storage consists of six 
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tables: table of knowledge models settings (AR_outSettings); table of knowledge extraction algorithm 
(AR_inSettings); table of training tasks (AR_bldTask); table of testing tasks (AR_testTask); table of 
application tasks (AR_aplyTask); table of knowledge models (AR_model). 

The AR_outSettings table is intended to store the settings of output PMML models. The 
AR_inSettings table is intended to store the settings of knowledge extraction algorithms. AR_bldTask, 
AR_testTask and AR_aplyTask tables are intended for storage of training, testing and application task 
respectively. The AR_model table is designed for storing PMML models. There are not only PMML 
representations but although binary representations that are stored in AR_model. 

4. The technical characteristics of analytical platform 

Since PostgreSQL is chosen like an analytical database, the analytical platform implemented in 
accordance with the proposed architecture will have the following performance characteristics: 

− processing of  large-scale dissimilar data arrays (up to 32 TB); 

− extensible and scalable of analytics; 

− multiplatform; 

− integrity control; 

− interfaces to high-level programming languages (C, C++, R, Java); 

− triggers and rules for process control; 

− rights management system access and authorization; 

− parallel processing of user sessions; 

− traffic encryption. 

Conclusion 

The advantages of the analytical platform embedded into the database are the high flexibility of the 
knowledge extraction algorithms, as well as simple way of their expansion and scaling. The proposed 
architecture of the analytical platform allows to perform analytical process and knowledge extraction in 
different areas of industrial applications more effectively. 

Implementation of the analytical platform within the database allows using scripts of data 
processing for the construction of cascade algorithms of any complexity. Also embedded database service 
provides the reliability, security, scalability, and extensibility of analytical platform that is essential for 
industrial use. The proposed architecture extends the SQL/MM standard in terms of analytical platform 
infrastructure organization. The standard assumes the using of object-oriented databases. Not all databases 
satisfy the requirements of SQL/MM standard fully, so the implementation of a standard dialect can be 
expected only. PostgreSQL is not strictly object-oriented database, but its ability adequately covers the 
requirements of the SQL/MM standard. 
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SPATIO-TEMPORAL CLUSTER ANALYSIS OF DISEASE 

 
M. Abramovich, M. Mitskevich 

Research Institute for Applied Problems of Mathematics and Informatics,  
Minsk, Belarus 

e-mail: abramovichms@bsu.by 

We consider the global clusterization test and scan statistic method for studying geographical distribution of a disease. The 

methods were applied for childhood thyroid carcinoma cases of the Republic of Belarus. 

Introduction 

The methods of spatio-temporal cluster analysis can be classified as local and global [1–3]. 
The global tests determine a possibility of a presence of a cluster structure in total on the territory under 
consideration [1]. Global tests are designed to provide a single statistic that can be used to assess the 
degree of a map pattern deviation from null hypothesis of spatial randomness. Global tests do not provide 
additional information about the size and location of clusters. 
By using local clusterization algorithms it is possible to find the places and sizes of clusters [2, 3]. Local 
methods of clustering are aimed at searching the data and uncovering the size and location of any possible 
clusters. For construction of spatial clusters the so-called “spherical windows” of the variable sizes are 
used to determine the potential territory of the cluster, so it seems to be impossible to identify the cluster 
of an arbitrary form by this approach. For these cases the clusters that are formed as the result often 
include the territories with the incidence risk that is not high. That is why algorithm of the flexibly shaped 
cluster construction for the cases will be considered. A flexible scan statistic imposes an irregularly 
shaped window on each district by connecting its adjacent districts.  
If data has at least one outlier, then spatial scan statistic often determines the cluster that includes only this 
outlier. In these cases it can be recommended to use robust versions of statistical procedures to perform 
the cluster analysis adequately and correctly. We consider the robust version of the spatial scan statistic.  

 1. Global clusterization test 

Let us suppose that the whole territory under study is divided into m  districts, and for every district 

, 1,...,
i

c i m=  is the number of cases, , 1,..., ,
i

n i m=  is the population at risk. Denote 
1

m

ii
C c

=
=∑  as the 

total number of cases, 
1

m

ii
N n

=
=∑  as the total population at risk, , 1,...,

i
i mξ =  – random variable for 

the number of cases in the i-th district, , 1,...,
i

i mµ = – expected number of cases in the i-th district. 

The location of each district is defined by the pair of the geographic coordinates of its center. 

Suppose the random variables 
i

ξ  under the null hypothesis are independent and has the Poisson 

probability distribution with a parameter (expected value) , 1,...,
i

i mµ = : 
 

miPoisEH iiii ,...,1),(~,}{:0 == µξµξ . 
 

Under Poisson model let us define a local statistic for each district i: 
 

i i
i

i

c
z

µ

µ

−
= , 

 

where 
i

µ  denote the expected number of cases respectively under the null hypothesis of not 

increased risk in district i.  
Expected number of cases can be calculated as: 

Ni i

C
nµ = . 

Under the null hypothesis statistic 
2

iz  can be considered as a random variable with chi-square distribution 

with one degree of freedom and distribution function 2
1

( )F x
χ

. 

Consider defining a statistic: 
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2max i
i

M z= .              (1) 
 

M statistic under the null hypothesis has distribution 
 

2
1

2 2 2 2

1 2

1

( ) { } { , ,..., } { } ( )
m

m

M m i

i

F x P M x P z x z x z x P z x F x
χ

=

= ≤ = ≤ ≤ ≤ = ≤ =∏ . 

 

Then the hypothesis test for global clustering is constructed: 
 

Choose hypothesis 
0

1

, ,

, ,

H if P

H if P

α

α

 >


≤
 

 

where P-value is calculated as ( )2
1

1 m
P F M

χ
= − , α  is a significance level. 

2. Cluster construction using the spatial scan statistic 

Let us define a window as a set of districts and construct it in the following way. Impose a circle on every 
district with district’s centroid being a center of the circle. The radius of the circle varies from 0 to a pre-

defined maximum distance d , or up to the value at which the circle contains the maximum allowed 

number of districts K . If a window contains a district's centroid, then this district is fully included in the 
window. We are ending up with very large number of different but overlapping circular windows, each 
with different location. Every such window is a potential cluster. 
The size of a circular window could be limited in order not to include more than 50% of the total 
population at risk. This limitation allows detecting clusters of both small and large sizes. 
The most important aspect in the model construction for the scan statistic method realization is the choice 
of the distribution under the null hypothesis on the absence of clusterization. Usually Poisson or binomial 
probability distributions are used. To calculate the expected number of cases in a district the data on the 
population of the district or on the number of the risk group are used. 

Let KkZik ,...,1, =  denote a window which contains )1( −k  nearest neighbors of i -th district. All 

windows to be scanned with circular spatial scan statistic are included in set [2]: 
 

}1,1|{1 KkmiZZ ik ≤≤≤≤= .     (2) 

 

The spatial scan statistic is constructed in accordance with the likelihood ratio test [2]: 
 

1 1

sup ( ) sup

Z Zc C c

Z Z Z Z

Z Z Z Z Z Z Z Z

c C c c C c
S Z I

C C
λ

µ µ µ µ

−

∈ ∈

     − −
= = >     

− −     
,             (3) 

 

where 
Z ii Z

c c
∈

=∑  is the observed number of incidence cases in the window Z , 
Z ii Z

µ µ
∈

=∑  is the 

expected  number cases in the window Z , ( )I ⋅  is the indicator function. 

The window cZZ ∈*
 that gives the maximal value to the statistic (3) is the cluster searched for with the 

highest probability value. The procedure of the statistical significance testing is organized with the use of 
the Monte-Carlo method. 
Monte Carlo hypothesis testing is a 4 step procedure: 

1) Calculate test statistic on real data. 

2) Create a large number of random datasets generated under null hypothesis. 

3) Calculate test statistic for every simulation. 

4) Sort the resulting real and simulated data statistic values and mark the position of the statistic 

value which was calculated on the real dataset. If it appears at the top α  portion of the whole set, then the 

null hypothesis is rejected with significance level α . 
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The algorithm of the spatial scan statistic can be modified to analyze spatio-temporal data. In this case, the 
time is introduced as the third measurement (coordinate), and the circular windows for calculation of the 
spatial scan statistic are replaced by cylinders. The base of these cylinders corresponds to some area, as in 
the spatial case, and the height means the spread of the potential cluster in time. 
The formula for the statistic (3) calculation remains the same, but the set of scanning windows is changed. 

The windows turn to cylinders, as the third (time) coordinate is added. The set CZ  in the formula (1) is 

replaced by the set 
ST

Z : 
 

{ }baTTbaKkmiZZ pbaikST ≤=≤≤≤≤= ,,,;1,1| 1],.[ , 

 

where ],.[ baikZ  means the window of the cylinder form, including the district i  and its ( 1)k −  nearest 

neighbors for each time interval pT  from the set },,,{ 1 baa TTT Κ+ . 

3. Robust version of the spatial scan statistic construction 

If the probability model describes observations with outliers, we consider the so-called robust statistical 

methods of the spatial cluster analysis. Let 
z

c  be the sample mean of cases in window Z , and Z  be the 

number of cases in window Z . Analogously,  let  C  be the sample mean of  all cases, and C  be the total 

number of cases. As Z zc c Z=  and  C C C= , expression (3) may be written in the form: 

1 1

sup ( ) sup

zz
C c Zc Z

zz z z

Z Z Z Z Z Z Z Z

c Zc Z C C c Z C C c Z
S Z I

C C C C
λ

µ µ µ µ

−

∈ ∈

     − −
= = >        − −     

.             (4) 

 

If data has at least one outlier, then statistic (3) often determine the cluster that include only this outlier. If 
the goal of our research is to find a cluster spread in space or time, then we need to determine the lower 
bound of number of observation in the cluster for reducing outlier influence. 

As under outliers 
z

c  is a biased estimator for the location parameter, the due to a sufficient number of 

observation in a cluster, the robust estimator of the mean was used in (4) instead of 
z

c . The robust 

estimators of the mean proposed by Hampel,  Andrew's, Huber and Winsor's mean [4] were used. A 
spatial scan statistic sensitivity to outliers in the cluster was analyzed by using robust estimators of the 
mean [5].  

4. Cluster construction using the flexible spatial scan statistic 

An important parameter for the use of the spatial scan statistic method is the form of the scanning window. 
The use of round windows makes not possible to find clusters of the special forms, e.g., long areas along 
the rivers, parts of the polluted territories. 
We will consider a method based on a statistic which allows detecting clusters with different flexible 
shapes [3]. These clusters will be limited with relatively small number of nearest neighbors of each 
district. 

Let KkZik ,...,1, =  denote a window which contains )1( −k  nearest neighbors of i -th district.  

The flexible scan statistic imposes an irregularly shaped window Z  on every district by connecting its 

neighbor districts. For every district i  we create a set of windows with irregular shapes which contain k  

connected districts including district i . Let k  vary from 1 to a pre-set maximum K . To avoid detecting 

clusters with unlikely peculiar shapes, we limit connected districts as a subset of set of district i  and its 

)1( −K  nearest neighbors, where K  is a pre-set maximum length of cluster. Alike to the circular spatial 

scan statistic a large number of different but overlapping windows with irregular shapes are created. 

Let ikjik jjZ ,...,1,)( =  denote the j -th window which is a set of k  connected districts starting from 

district i , where ikj  is the number of j  values meeting condition KkZZ ikjik ,...,1,)( =⊆ . As the result 

all windows to be scanned are included in set 
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}1,1,1|{ )(2 ikjik jjKkmiZZ ≤≤≤≤≤≤= . 

 

For each district i  the circular spatial scan statistic scans K  concentric circles while the flexible scan 

statistic scans K  concentric circles plus all sets of connected districts (including district i ) with centers 

lying within the K -th largest concentric circle.  

5. Clustering of thyroid carcinoma cases 

A cluster detection study was made for thyroid carcinoma diagnostic data among children up to 18 years 
old from 1989 to 2005 in the Republic of Belarus. Population at risk and number of cases was available 

for every year and district of the country. 98.699 km (is equivalent to 1 ̊ of eastern longitude for Belarus) 

and 111.272 km (is equivalent to 1 ̊ of northern latitude for Belarus) constants were used for calculating 
distances in kilometers. The whole territory of the country is divided into 119 districts, the population and 
the incidence data for every district were used in the analysis. Administrative centroid coordinates will be 
used to determine the geographical position of every district. 

Test based on statistic (1) was used for investigation of global clusterization. A global clusterization 
was detected at the level of significance α =0.05 in 1991-2003 years. 

The thyroid carcinoma diagnostical dataset was analyzed using the method of the spatial scan 
statistic with maximum cluster size set to K =20. The data for each year were analyzed separately, the 
dependence on data for other years was omitted. The 13 statistically significant clusters were detected 

among thyroid carcinoma cases. P -values for each cluster were estimated using 999 Monte Carlo 
simulations.  
The results are given in table. Every cluster is represented by its centroid, the number of contained 
districts, the number of cases inside the cluster and the p-value.  

The thyroid carcinoma clusters detected by the method of the spatial scan statistic 

Year Centroid Districts Cases P-value 

1991 Brahin 13 38 0.000 

1992 Rečyca 12 24 0.000 

1993 Stolin 5 24 0.000 

1994 Brahin 15 46 0.000 

1995 Lojeŭ 12 44 0.000 

1996 Rečyca 15 40 0.000 

1997 Lojeŭ 9 33 0.000 

1998 Stolin 1 9 0.000 

1999 Brahin 15 41 0.000 

2000 Khojniki 14 35 0.000 

2001 Lojeŭ 11 27 0.000 

2002 Stolin 4 16 0.000 

2003 Lojeŭ 13 13 0.040 

Clusters detected using the spatio-temporal scan statistic are presented in fig. 1. 
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Fig. 1. Thyroid carcinoma clusters detected using the method of the spatio-temporal scan statistic 

Conclusion 

Spatio-temporal cluster analysis confirmed that there was a significant increase in the number of 
thyroid carcinoma cases among children aged from 0 to 18 throughout the territory of Gomiel region in the 
1990s and Brest region in the 2000s. 
These investigations were supported by ISTC (Project B-1910). 
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MODELING OF FLOW DISTRIBUTION IN ELECTRIC NETWORK 

TAKING INTO ACCOUNT THE UNCERTAIN FACTORS 

 
O. Alexandrov, D. Svirsky, N. Radoman  
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Solving of the problem of a flow distribution in the power system at absence or uncertainty of missing 

information is considered in the report. Algorithms of calculation of uncertain parameters of the electrical 

power system established mode  are offered. 

Introduction 
 
Calculation of the established mode of an electric network of electrical power system (EPS) can be made 
in the presence of full information on parameters of the EPS elements (resistance, conductivity, 
coefficients of transformation of transformer branches, etc.) and independent parameters of a mode (the 
nodal active and reactive capacities arriving from knot in a network). Other (dependent) parameters 
(power streams in branches, voltage in knots) are defined by a settlement way [1, 2]. 
Information on current state of EPS is determined by data on the mode parameters, arriving in the form of 
telesignals by TV channels from the corresponding sensors. Currents, capacities and tension modules are 
measured in knots usually. Therefore instead of the full vector of the nodal capacities used as entrance 
information for calculation of the established mode, there are partially certain vectors of streams of power 
in branches, nodal capacities and tension in knots. If we consider that instruments of devices are read at 
the same time, the measured parameters of a mode have to be the task to count unknown parameters 
connected among themselves by the relevant laws of Ohm and Kirchhoff. Let's set the task to count 
unknown parameters of a mode using all set of made telemeasurements. It is possible to offer for this 
purpose two approaches. 
 

1. The task to count unknown parameters 

Let's write down two equations of a condition in which all measured parameters are connected among 
themselves by turned form: 
 

' ,

,

U Z J DE

I CJ YE

∆
′= +

′ = +
 

 

where 
'
∆U  – vector-column of voltage in knots of rather basic knot; Z ′ – matrix of nodal resistance of the 

scheme; J – vector-column of nodal currents; D – matrix of coefficients of distribution of voltage; E – 

EMF column-vector in branches; I ′ – column-vector of currents in branches; C – matrix of coefficients of 

distribution of currents; Y – matrix of own and mutual admittances in branches. 

Let's consider in vectors ∆′U and I ′  the additional tension and the currents caused by existence of  EMF 

in branches:  
 

; ,U U DE I I YE∆ ∆
′= − = −  

 

then                                                                         ;U Z J∆
′=                                                                     (1) 

 

                        .Z CJ=                                                                        (2) 
  

Let's pass from currents to capacities, having increased both parts of the equations (1) and (2) by the 
average voltage of a network U. 
Then receive 

1
,U Z s Zs

U
∆

′= =                                                                  (3) 
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where                                                       
1

Z Z
U

′=   .S Cs=                                                                 (4) 

 
As nodal capacities are measured not in all knots of a network, the vector S  with isn't defined, and direct 
calculations on formulas (3) and (4) can't be carried out. 

Let's break vector s  into blocks: [ ]*−+= sss  where 
+

S −  the block consisting of known components of 

the vector S ; 
−

S −  the block consisting of unknown components of the vector S . 

Let's break vectors  ∆U  and S similarly: 

 

].[];[ −+−
∆

+
∆∆ == SSSUUU ΜΜ  

 
Let's break into blocks as well matrixes Z  and C : 

 









=








=

−−

−+

+−

++

−−

−+

+−

++

C

C

C

C
C

Z

Z

Z

Z
Z ; . 

 
Then the equations (3) and (4) will correspond in a look: 
 

                                             






+=

+=
−−−++−−

∆

−−+++++
∆

;

;

sZsZU

sZsZU
                                                     (5) 

 

                                             






+=

+=
−−−++−−

−−+++++

.

;

sCsCS

sCsCS
                                                       (6) 

 
Let's transform the first equations of systems as follows: 

 

                                                 ;U Z s Z s+ ++ − +− −
∆ − =                                                             (7) 

 

.S C s C s+ ++ + +− −− =                                                              (8) 
 
Let's unite the equations (7) and (8) in system and we will designate: 

 

;
U Z s Z

A B
S C s C

++ + +−
∆

+ ++ + +−

   −
= =   

−   
. 

 
Taking into account it we will receive: 
 

A Bs−= .                                                                     (9) 

 
Can receive the decision of this system one of methods of calculus mathematics, for example, by means of 

procedure of the conversion of the matrix В  (if it is quadratic): ABs
−− = . 

System (9) not degenerate if the number of unknown is equal to number of the equations of system. From 
here the necessary condition of existence of the decision of system of the linear equations (9) follows. The 
sum of number of measurements of tension in knots and streams in branches isn't less missing number of 

measurements of nodal capacities. It should be noted that the conversion of the matrix B  difficult as it is 
densely filled with complex numbers.  

Generally the matrix В isn't quadratic and the vector 
−

s  will be the normal pseudo-decision of expression 
(9) 
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ABs
−− = ,                                                                 (10) 

 

where
−B – Moore-Penrose's pseudo-return matrix [2] in relation to the matrix В. In cases when (9) has 

the only decision,  
−− = BB . For definition of the pseudo-return matrix there are special algorithms 

which have, however, a number of computing difficulties [3]. 

The vector
−

s , defined from the equation (10), supplements the vector 
+

s  to the full vector s  then the usual 
problem of calculation of the flow distribution in difficult closed system of EPS is solved. 
 

2. Design is based on equations of a condition  
 
The second approach is based on record of the equations of a condition of an electric network in a direct 
form. Without EMF in branches of the scheme they can be written down as follows: 
 

,MI J=                                                                     (11) 
 

,YU J∆ =                                                                    (12) 
 

where M – the first connection matrix of the scheme; Y – the matrix of nodal conductivity of the scheme. 

The vectors ∆UIJ ,,  components are partially certain as well as at the first approach that also gives the 

chance to carry out direct calculations on expressions (11), (12). 
Let's break matrixes entering into formulas and vectors into blocks: 
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Y
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where the index (+) belongs to measuring components  and (-) -  to not measured. Then the equations (11) 
and (12) will correspond in a look: 
 

;

;

M I M I J

M I M I J

++ + +− − +

−+ + −− − −

 + =


+ =
                                                        (13) 

 

;

.

Y U Y U J

Y U Y U J

++ + +− − +
∆ ∆

−+ + −− − −
∆ ∆

 + =


+ =
                                                        (14) 

 

As components with an index (+) are known that it is possible to divide known and unknown variables 
from the equations (13) and (14):  
 

;M I J M I+− − + ++ += −                                                           (15) 
 

.Y U J Y U+− − + ++ +
∆ ∆= −                                                           (16) 

If the number of unknown doesn't exceed number of the equations of system matrix equations are not 

degenerate. From here the necessary condition for definition of components of vectors I  and 
−
∆U follows: 

the number of missing measurements of tension and currents in branches shouldn't surpass number of 
nodal measurements of currents.  
In respect of a problem of arrangement of telemeasurements in EPS it means that the preference should be 
given to block measurements when tension is measured in knot, and an injection of nodal power, and 
currents in departing lines also. 

Let's consider in more detail allocation procedure of extraction from the matrix M  the matrix 
−M  which 

is that the lines corresponding to knots are deleted from a matrix of M, not having measurement of 
injections, and the columns corresponding to branches, having measurements of currents. Such procedure 
can be modeled by means of a matrix of transformations; which turns out from the single matrix which 
order is equal to number of branches of the scheme by deletion of the corresponding lines, and movement 
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of the next lines up. Similarly occurs if it is necessary to remove a matrix M  column. Then the column is 
deleted, and other columns move to the left. 
In a matrix look during removal of the line p we will receive:  
 

,рM Ф М− =  

 

where 
−M  – the M matrix after deletion of the line p; 

 рФ  – corresponding matrix of 

transformations; р – number of a deleted line. Then the conversion of the matrix М  can be replaced with 

the conversion of the product )( МФ р  , i.e.  

 
1 1( ) ( )рM Ф М− −′ =  

or 
1 1 1( ) .рM М Ф− − −′ =  

Obviously, 
*1

рр ФФ =−

 
, as 

1 * 1,р р р рФ Ф Ф Ф− = =  

 
where 1 – a single matrix and therefore last expression will correspond in a look: 
 

1 1 *( )р РФ М М Ф− −=  

or, identically: 
1 *( ) .р рФ М СФ− =  

 

From this the conclusion follows: the conversion of the matrix М  with remote line is equivalent to 
removal of the corresponding column of the matrix of coefficients of distribution. The similar conclusion 

can be drawn concerning a matrix М  column, i.e. it is equivalent to removal of a line of the matrix 

C  .This result can be extended to any number of excluded lines and matrix M  columns, and also to the 

matrix Y  . Having united procedure of removal of lines with procedure of removal of columns, we will 
receive: 

,M Ф МТ+− + −=   

 

where 
+Ф  − matrix of transformations in which remote there were corresponding lines; 

−Т  -matrix of 
transformations in which the corresponding columns are deleted. Then 
 

( ) ( ) ( ) ( )
1 1 * *

М Ф МТ Т С Ф
− −+− + − − += =  

or 

( )
1

.М С
−+− −+=                                                              (17) 

Similarly 

( )
1

.Y Z
−+− −+=                                                            (18) 

 

Substituting (17) and (18) in (15) and (16) accordingly, we will receive: 
 

1 ,I C J− −+ +=  
 

∆ 2 .− −+ +=U Z J  
 

The received expressions remove the uncertainty of the parameters in formulations 11 and 12. 
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Conclusion 
 
Thus it is possible to count unknown parameters of a mode without resorting to flow distribution 
calculation in a network by means of last formulas at observance necessary condition of an undegeneracy 

of the equations (1) (2). As the algorithms of joint formation and operative correction of matrixes Z  and 

C  at commutation in a network are known, this approach allows counting unknown parameters without 
resorting to procedures of the matrixes conversion owing to that the efficiency of the offered algorithm is 
extremely high. 
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This article considers conversion of transfer function of a system to state space representation in concept 

of MIMO system. As relatively real system there was chosen universal filter circuit and it’s simulation in 

MATLAB. 

 

Introduction 

 
Although the idea of state space representation of a system behavior was known since 1960 

it’s application becomes widely last few decades [1]. The adventures of the state space 
representation of dynamic system or process becomes obviously in analyzing of multi-input and 
multi-output (MIMO) systems and it shows that state space method becomes one of the widely 
used classical methods for modelling and controlling any process using state variables as internal 
arguments. Also any mathematically modellable process or system can be mapped from 
continuous time domain into discrete time domain through Z transform [2, 3]. This paper 
attempts to show an approach to combine the universal filter and it’s state space representation.   

 

1. Methods used 

 
In this section will be discussed used methods and objects that are under consideration.  
A. State space representation 
State space form has own advantages relatively to other methods [4]. Any transfer function 

can be converted into state space representation in the form of (1) and this concept is also can be 
propagated for MIMO systems 

 
 

where A, B, C, D are matrices having sizes , ,  and  and n – number 

of states, m – number of system outputs, p – number of system inputs. (1) shows the system is in 
continuous time domain. When transfer functions converted to state space form equation (1) is 
converted to (2) in Laplace domain [4] 

 

 
 

There are many articles related to building of discrete time representation of state space 
method and it is used for feedback discrete control systems based on feedback law and state 
feedback observer. Common view of discrete state space representation is shown in (3) 

 

 
 

where  and  are Z-transformed matrices and  is discrete state and  is 

discrete value of input excitation.  
B. Mutlti-input multi-output system 
In some cases discussed before when system has multi inputs and multi outputs the best 

method for analyzing is state space and the methods for analyzing SISO not always applicable 
for MIMO [4]. As described in [5] conversion of transfer function of MIMO system can be stated 
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in 8 steps, that could be bundled into following common concepts as choosing corresponding 
column and finding common factors, using intermediate variable to note additional functions and 
getting out number of independent expressions in state space form. As an example, let us 
consider system or plant of active filter on operational amplifiers so called universal filter.  

C. Universal filter 
Schematic of universal filter can be found in many texts describing analogue filters. There 

was chosen schematic shown in fig.1 for simplicity [6]. It has one input and three outputs (HPF, 
BPF-resonance, LPF) so it can be seen as MIMO system. Applying the node voltage method to 
the circuit in frequency domain one can get the following transfer functions.  

 
Fig. 1. Active universal filter 

 

From fig. 1 transfer function for each filter is 

 
 

 
 

 
 

2. State space representation of the object  

 
Using method proposed in [5] the transfer functions can be converted into following form 
 

 
 

Using additional intermediate variable  to denote the common multiple and including 

input excitation  we get 
 

 

or 

 

In time domain last expression (9) becomes (10): 
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or 

 

 
and using (7) , (11) and after some manipulations the outputs are  
 

 
 

 
 

 
 

Using regular notation of state space representation of variables  
,  above expressions have been modified into following matrix 

form  
 

 
 

(15) shows that this system has two state variables and moreover the matrix D does’t equals to zero. 
From (15) the system state matrices of our system as follows 

 

 
 

 
 

Frequently systems do not have the term D and in most examples related to this problem 
. But in this case it does not equals to zero. It means that high frequency output of the 

circuit directly depends on input as shown above.  
From denominator of (4), (5) or (6) the resonance frequency (for BPF output) or 3dB 

frequency (for HPF and LPF outputs) is defined as  , filter gain , 

and quality factor  
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To simulate above obtained system of transfer functions of MIMO system in state space 

form let be . Although to 

design any  filter first of all should be set value of half power frequency, quality factor and gain 
of the filter. But in this case for the above arbitrary chosen values substituting them into 
corresponding expressions above, consequently, we get resonance frequency or 

 

 

3.  Chirp signal  
 

Now, let consider the input excitation, as an example, in the form of linear chirp signal due to it’s 
dynamic behavior in time domain which’s time expression is (16).  

 

 

 

where  is amplitude,  is initial phase,   is initial frequency,   is rate coefficient (it has unit ) 

and  is time. From (16) we get   or - the frequency dynamics of the signal and . 

To show behavior of the filter, were chosen frequency range from  to  

with zero phase and unit amplitude and timing interval of 10 seconds. Taking all these into consideration 
below shown calculation steps of the process.  

Because  and simulation final time   the rate coefficient . 

Also, the time instant, at which amplitude of the output signal on BPF output of the filter reaches it’s 
maximum value ( resonance ), is calculated as follows, 

 

 
 

4. Simulation in MATLAB 

 
Three experiments were conducted using either Simulink, SimScape and lsim(sys, u, t) function. 

A. Command lines below create state matrices and simulate state space model of our 

system “filter”.  

t=0:0.001:10;   
u=chirp(t,0,tf,90,'linear'); 
a=[0 1;     -1/R2^2/C^2 -R3*(R2+2*R1)/R2/C/R1/(R3+R4)];  
b=[0;     1/R2^2/C^2];  
c=[R2/R1 (R2+2*R1)*R2^2*R3*C/R1^2/(R3+R4);     -R2/R1 0;     0 R2^2*C/R1];  
d=[-R2/R1; 0; 0]; 
filter=ss(a,b,c,d);                               
y=lsim(filter,u,t); 
plot(t,y); 
 

B. Fig. 2 and 3 show the SimScape and Simulink simulation diagrams for the circuit of 
fig.1. 
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Fig. 2. Experiment of universal filter in SimScape 

 

C. In fig. 4 shown three output timing waveforms of the filter on single graph. Results from 
the experiments demonstrated the same timing diagrams and because chosen time interval was 10 
seconds and frequency range was 0-90Hz it is seen that the resonance frequency 39.8Hz 
corresponds at 4.42 sec as calculated before.  

 
 

Fig. 3. Experiment of universal filter in Simulink 

 

 
 

Fig. 4. Filter output three timing signals. Cyan - LPF, red-BPF and pink-HPF. It is seen that at 4.42 sec output of BPF  
is maximum (resonance) and because Q=1 the output of LPF slightly goes up in amplitude near  

Conclusion 
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This paper considers brief concepts of MIMO system in state space representation and 
considers as an example of MIMO system active filter based on three operational amplifiers 
which have one input and three outputs. Shown that system transfer functions are converted to 
state space representation using recommended method. As input excitation for the circuit was 
chosen chirp signal due to it’s dynamic behavior. Also was demonstrated in MATLAB filtering 
process in time and were created output timing  waveforms using LSIM, SIMULINK and 
SIMSCAPE. 
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In this paper, we aim to create new effective computer model for distinguishing Asian people by their face 

using frontal face part color, size and distances based on comparative research about image processing and face 

recognition. It is difficult to determine face part size and distance due to image quality, lighting condition, rotation 

angle and facial emotion. Hence, first we need to detect face on the image then convert image into real input. After 

that we can determine image candidate’s gender, face shape, key points and face parts. Finally, we will return the 

result, based on comparison of sizes and distances with the sample’s measurement table database. While we were 

measuring samples, there were big differences between images by their gender and face shapes. Input images must be 

the frontal face image that has smooth lighting and does not have any rotation angel. 

Introduction 

Face recognition provides a great opportunity to creating useful application to identify humans for the 
security and immigration offices in some countries. Nowadays there are some effective algorithms for 
detecting face candidate region. Even though some only works on Caucasian, others detecting face region. 
About the detection of face candidate nationality, especially research on distinguishing Asian people by their 
face have not been researched yet. To make a decision to solve this problem, first we have collected a thousand 
frontal image from every country (Mongolian, Japanese, Chinese, and Korean) to create our sampling. Then 
we have measured all of them to establish our measurement table database. The measurement provides great 
chances to processing images with database. For further development, we are working on creating full database 
that grouped through the common facial features. 

Model for distinguishing by face (fig. 1) 

 
Fig. 1. Flowchart of the system model 

Face detection  
Face detection is a process to divide image into the two pieces: one contains face and the other non-

face image.  Final detection result has functional relation to the process time and overall result. A variety 
of methods has been proposed, and some have been brought into exploitation in real system.  

 

Face detection 

Enhancement 

Identifying gender 

Face shape classification 

Feature and key point extraction  

Anthropological measurement 

between parts 

Size and distance based analysis 

Input image 

Result 
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In general, those methods can be divided into two major sections: the first section is based on all 
kind of face parts, which means the final result comes from the integration of several detection results. 
The second considers a face as a single detection input and facial features are extracted from the entire 
face region. We are going to use methods in both sections to achieve higher performance and better 
accuracy. 

Enhancement 
The better performance and accuracy are related to input lighting, rotation angle, facial expression 

and image quality. Hence, in this stage image size, quality lighting and rotation angle are normalized until 
real input. 

Identifying gender 
While we were taking measure from the sample images, there was interval exception from the 

image candidate’s gender. In real biological systems, especially in an anthropological and morphological 
analysis calculator measurement must have been done with the gender classification. 

Face shape classification  
Human faces are categorized into seven geometric shapes. Using fig. 2’s base shapes (from right 

oval, square, round, triangle, heart, oblong and diamond) we will identify the shapes from the facial 
image. 

 
 

Fig. 2. Face shape categories 
 

Feature and key point extraction  
In our model, there are two types of facial features: base and extra features. The base facial features 

are the shapes and location of eyes, nose, mouth and lips. The extra features we have to detect are 
forehead, mandible, eyebrows, eyelid, chin and ear. We have measured all of these features by the color, 
size, shape and distance from the neighbors (fig. 3). 

 

 
 

Fig. 3. Face detection key points 
 

Anthropological measurement between parts  
After feature and key point extraction, we calculated the distance from the neighbors using the 

landmark and edge detection. Then we will have full measurement collection from the image. 

Size and distance based analysis 
Above-mentioned measurements are created on frontal face images by the following values. 

Size and distance table 

Measurement units 
№ 

Size Distance 

1 Head width, height Eye distance 

2 Forehead width, height  Eyebrow distance 

3 Face width Ear distance 

4 Nose width, height Chin to lip distance 
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5 Ear height Lip to nose distance 

6 Lip width Nose to eye distance 

7 Eye width, height  

8 Eyebrow width   

9 Chin width  

Conclusion 

In this paper, we have presented a novel computer model for distinguishing Asian people by their 
face. First, a number of faces should be known before the process. Hence, we have collected and created 
our facial image database by the four countries.  

To distinguish Asian people we have done two kind of feature extraction. It gives great opportunity 
to reduce similarities. The proposed model is effective for frontal face images with the normal lighting 
condition and with the normal rotation angle. Using this model, we can distinguish Asian people by single 
frontal image.  
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The paper deals with information extraction from texts in a natural language. Special attention is paid 

to word collocations on the level of meaning and word sense disambiguation based on semantic patterns. 

Introduction 

Information extraction is one of the key elements in information technologies. The major part of the 
most interesting and important information can be found in a great variety of texts and documents in a 
natural language. Information extraction is gaining much popularity within natural language processing 
[1, 2]. The field of information extraction is well suited to various types of business and government 
intelligence applications. Diverse information is of great importance for decision making on products, 
services, persons, events, organizations. 

Creation of systems that can effectively extract meaningful information requires overcoming a 
number of new challenges: identification of documents, knowledge domains, specific opinions, events, 
activities, as well as representation of the obtained results.  

The purpose of this paper is to introduce an approach for solving the problem of effective extraction 
of meaningful information. Semantic patterns approach is proposed as a solution to the problem. 

1. Problem statement and solution 

Numerous models and algorithms are proposed for information extraction [3]. But the problem of 
effective information extraction from texts in a natural language still remains unsolved. Processing of 
texts in a natural language necessitates the solution of the problem of extracting meaningful information. 
Our approach is based on semantic patterns as main constituents in effective information extraction. The 
approach is mainly knowledge-driven. 

In information extraction and text mining, word collocations show a great potential to be useful in 
many applications (machine translation, natural language processing, lexicography, etc.). 

"Collocations" are usually described as "sequences of lexical items which habitually co-occur, but 
which are nonetheless fully transparent in the sense that each lexical constituent is also a semantic 
constituent” [4]. Such expressions as “fine weather”, “torrential rain”, “high winds”, “cosmetic surgery” 
are examples of collocations. 

The traditional method of performing automatic collocation extraction is to find a formula based on 
the statistical quantities of words to calculate a score associated to each word pair. Proposed formulas are 
mainly: “mutual information”, “t-test”, “z test”, “chi-squared test” and “likelihood ratio” [5]. 

Word collocations from the point of semantic constituents have not yet been widely studied and 
used for extracting meaningful  information, especially when processing texts in a natural language. 

The proposed semantic patterns approach is based on word collocations on the semantic level and 
contextual relations. In general, a semantic  pattern includes: 1) participants (a person, company, 
natural/manufactured object, as well as a more abstract entity, such as a plan, policy, etc.) involved in the 
action or being evaluated; 2) actions - a set of verb semantic groups and verbal nouns; 3) rules for 

semantic patterns actualization. 
Examples of information extraction based on semantic patterns. 
 
Example 1, Opinion Mining 
The new generation Audi A8 employs active noise reduction in an attempt to offer a next-level 

quiet ride to its occupants. 

Extracted instances: 
Product = Audi A8 
Product type = Car 
Opinion words = active noise reduction, next-level quiet ride 
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Example 2, Economic Activities Detection 
General manager Tim Deakin said Orkney Cheddar was produced with locally-sourced milk, 

following a traditional recipe and process. 

Extracted instances: 
Economic activity = Manufacture of Dairy Products 
 
Example 3, Event Extraction  
A New York woman faced charges for faking cancer to solicit money from unsuspecting donors and 

a relative. 

Extracted instances: 
Event = Fraud & Forgery 
 
An ontology-based approach is used for semantic patterns actualization [6]. 
Ontologies have become common on the World-Wide Web [7]. Ontologies on the Web range from 

large taxonomies categorizing Web sites (such as on Yahoo!) to categorizations of products for sale and 
their features (such as on Amazon.com). For any given knowledge domain, the ontology represents the 
concepts which are held in common by the participants in a particular domain. 

The knowledge-based approach helps to solve the problem of word sense disambiguation for 
effective information extraction. Word sense disambiguation is essential for information extraction [8], 
because the same words in different contexts can have different meaning.  

Since ontologies explicitly represent knowledge domain semantics (terms in the domain and 
relations among them), they can be effectively used in solving information extraction problems, word 
sense disambiguation in particular. 

2. Implementation of the proposed semantic patterns approach 

The proposed approach has been successfully realized in BuzzTalk  portal [9]  for subject domains 
recognition, opinion mining, mood state detection, event extraction and economic activities detection. 

BuzzTalk is offered to companies as a SaaS model (Software as a Service) and it will answer 
questions like: 

Who are relevant influencers in my industry? 
What are people writing about my brand, product, organization or CEO? 
What are important trends in my industry? 
What are the big events inside my industry sector? 
Where are my influencers/customers/clients located? 
When and where are people discussing my brand? 

2.1. Subject Domains Recognition in BuzzTalk 

A subject domain is recognized on the basis of a particular set of noun and verb phrases 
unambiguously describing the domain. For solving the problem of disambiguation special filters, based on 
the contextual environment (on the level of phrases and the whole text), are introduced. 

Subject domains and their concepts are organized hierarchically to state “part-of”, “is a kind of” 
relations. For example, the subject domain “Medical Care” includes: 

Medical Care: 

− medical service; 

− medical staff; 

− disease prevention; 

− disease treatment; 

− medications. 
Based on the proposed approach, an object of the particular class of interest may have its own 

specific sets of sub-classes. For example, in the automobile domain they can be: engine, transmission, 
suspension, etc. 

Associative relationships, which relate concepts across the tree structure, are also taken into 
consideration: 1) nominative relationships describing the names of concepts; 2) locative relationships 
describing the location of one concept with respect to another; 3) associative relationships that represent, 
for example, the functions, processes a concept has or is involved in; 4) cause-effect relationships. 
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2.2. Opinion mining in BuzzTalk  

The proposed ontology-based approach for semantic patterns actualization was realized in the 
developed knowledge base, which contains opinion words expressing: 

1) personal emotional state (e.g. happy, delighted, proud, sad, angry, horrified); 
2) appreciation (e.g. flexible, efficient, stable, reduced, ideal, backward, poor, highest); 
3) judgement (e.g. active, decisive, caring, dedicated, intelligent, negligent, evil) 
While “judgement” evaluates human behaviors, “appreciation” typically deals with natural objects, 

manufactured objects, as well as more abstract entities, such as plans and policies. Humans may also be 
evaluated by means of “appreciation”, rather than “judgement”, when viewed more as entities than as 
participants, e.g. lovely medical staff. 

Opinion words can be expressed by: an adjective (brilliant, reliable); a verb (like, love, hate, 

blame); a noun (garbage, triumph, catastrophe); a phrase (easy to use, simple to use). Adjectives derive 
almost all disambiguating information from the nouns they modify, and nouns are best disambiguated by 
directly adjacent adjectives or nouns.  

Information about the force of evaluation (low, high, the highest) and orientation 
(positive/negative) is also included in the knowledge base. For example, safe (low force, positive 
orientation), safer (high force, positive orientation), the safest (the highest force, positive orientation), 
unsafe (low force, negative orientation) 

In the knowledge base opinion words go together with their accompanying words, thus forming 
“opinion collocations” (e.g. deep depression, deep devotion, warm greetings, discuss calmly, beautifully 

furnished).  By an “opinion collocation” we understand a combination of an opinion word and 
accompanying words, which commonly occur together in an opinion-oriented text.  The use of opinion 
collocations is a way to solve the problem of opinion word sense disambiguation (e.g. well-balanced 

political leader and well-balanced wheel) and to exclude words that do not relate to opinions (cf. 
attractive idea and attractive energy). 

We assume that the number of opinion collocations, which can be listed in a knowledge base, is 
fixed. 

The use of opinion collocations within the ontology-based approach opens a possibility to assign 
names of knowledge domains to them, because opinion collocations are generally domain specific. For 
example, helpful medical staff (“health care”), helpful hotel reception staff (“travel-hotel”), stable 

economy (“economics”), well-balanced politician (“politics”). More than one knowledge domain may be 
assigned to an opinion collocation, e.g. fast service (“economics-company”, “travel-hotel”). 

Processing of the extracted opinion collocations is carried out in their contextual environment. The 
developed algorithm checks for the presence of modifiers that can change the force of evaluation and 
orientation indicated in the knowledge base.  

Let’s consider the following example: reliable company. This opinion collocation has the following 
information in the knowledge base: “low force” of evaluation and “positive orientation”. 

e.g. Honda Motor Company is a reliable company. 
The evaluation force is changed to “higher force” in more reliable company. 

e.g. ESP is a more reliable company in terms of quality. 
The algorithm changes the force of evaluation to “the highest force” when processing the opinion 

collocations very reliable company, the most reliable company, extremely reliable company. 
e.g. Apple Inc. is a very reliable company. 

The orientation is changed to the opposite (“negative orientation”) in the following examples: 
unreliable company, not reliable company (“low force”), the most unreliable company (“the highest 
force”). 

e.g. With regards to security, Websense may be the most unreliable company. 
 The opinion collocation not reliable enough company has positive orientation, but the “low force” 

is weakened. 
e.g. Obviously because InPlant is not a reliable enough company. 

 “The highest force” of evaluation is weakened in not a very reliable company (“positive 
orientation”). 

e.g. MedZilla is not a very reliable company in terms of loyalty to the sales force. 
The developed knowledge base also provides additional information about quality characteristics 

and relationships for different objects on which an opinion is expressed (e.g. software product evaluation 
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includes: usability, reliability, efficiency, reusability, maintainability, portability, testability; travel-hotel 
evaluation includes: value, rooms, location, cleanliness, check in/front desk, service). 

For example: “The location of the Golden Well hotel is excellent. The hotel is beautifully furnished 
without being overdone. Check-in was fast and easy. The room was fabulous, and the breakfasts amazing. 
The bed was comfortable and the bathroom was a pleasure. Friendly and attentive staff.” 

2.3. Mood state detection in BuzzTalk 

A valuable addition to opinion mining is detection of individual/public mood states. 
The relationship between mood states and different human activities has proven a popular area of 
research [10]. 

BuzzTalk mood detection uses the classification of the widely-accepted “Profile of Mood States” 
(POMS), originally developed by McNair, Lorr and Droppleman [11]. 

In BuzzTalk, mood state detection is based on: 1) mood indicators (e.g. “I feel”, “makes me feel”, 
etc.); 2) mood words (e.g. anger, fury, horrified, tired, taken aback, depressed, optimistic); 3) special 
contextual rules to avoid ambiguation. BuzzTalk automatically recognizes the following mood states: 
“Anger”, “Tension”, “Fatigue”, “Confusion”, “Depression”, “Vigor”. 

Mood state detection alongside with opinion mining can give answers to where we are now and 
where will be in future. 

2.4. Event extraction in BuzzTalk 

The developed algorithm performs real-time extraction of 35 events, the recognition of which is 
vitally important for decision making in different spheres of business, legal and social activities. 
The events include: "Environmental Issues", "Natural Disaster", "Health Issues", "Energy Issues", 
"Merger & Acquisition", "Company Reorganization", "Competitive Product/Company", "Money Market", 
"Product Release", "Bankruptcy", "Bribery & Corruption", "Fraud & Forgery", "Treason", "Hijacking", 
"Illegal Business", "Sex Abuse", "Conflict", "Conflict Resolution", “Social Life”, etc. 

2.5. Economic activities detection in BuzzTalk 

BuzzTalk detects 233 economic activities from texts in a natural language. The economic activities 
cover all major activities represented in NACE classification (Statistical Classification of Economic 
Activities in the European Community), which is similar to the Standard Industrial Classification and 
North American Industry Classification System. Each of the detected economic activities has a 
corresponding NACE code. 

Conclusion 

The proposed semantic patterns approach has been successfully realized in BuzzTalk portal for 
opinion mining, mood state detection, event extraction and economic activities detection. The approach 
ensures high accuracy, flexibility for customization and future diverse applications for information 
extraction. 

Semantic word collocations are a major factor in the development of a wide variety of applications 
including information extraction and information management (retrieval, clustering, categorization, etc.). 

Implementation results show that the proposed knowledge-based approach (with statistical methods 
involved to prevent unwanted results) is correct and justified and the technique is highly effective. 

The proposed approach will be enhanced with reasoning modules and sophisticated algorithms to 
extract more meaningful information from texts in a natural language. 
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The article describes practical issues of experimental signals approximation using orthogonal 

polynomials on the example of forecast patterns of oscillations of enterprise electrical energy consumption. It 

is important to use stable and efficient algorithms as well as system approach to make accurate number 

forecasts based on time-series representations. It is highly effective to use Laguerre, Legendre and Hermite 

functions of high order for the time-series computer forecasts. Classical orthogonal bases of continuous 

argument can be used in forecast if consider it to be a special case of extrapolation. The results are compared 

to auto-regression mode estimation. The use of additional data and structure-functional approach to 

modulating function is offered to improve forecast accuracy. 

Introduction 

At the present moment there are two main ways of making forecasts in  technical, economic and 
social spheres. The first one is actual data extrapolation [1] with exact values (e.g. price, currency 
exchange rate, consumption, demand range, etc.). The second one is a complex of methods based on 
experts knowledge. However, the best results can be achieved using both ways in complex. 

The first method is limited by certain instability of extrapolation function. This leads to forecast 
instability. The main drawback of the second method is that it is impossible for an expert to consider all 
the factors affecting the system. These effects can be partially reduced by experts’ estimation of the 
forecasts variants, though the error probability is high as the method is based on subjective component of 
choice [2].  

The complex of both above-mentioned methods makes it possible to form more accurate forecasts 
of technical open-system functioning. The present article describes mathematical modeling techniques, 
such as generalized spectral-analytical method [3] combined with the structure-functional approach [4]. 
The main idea of the forecast modeling described below is to recognize the specific typical patterns of the 
researched signals or data [5]. 

1. Methods and approaches  

The main objective of the present study is to estimate the trend pattern of the investigated system. 
To accomplish this, forecast functions with both statistical and fuzzy variables are used.  

It is accepted that a one-dimensional timeline is represented by a sequence of number values of 
some process during the discrete moments of time [6]. As a rule, values are measured at regular intervals. 
Still, in these methods of time number analysis there is a certain complexity of forecast accuracy. While 
using these methods it is necessary to put special emphasis on constant component allocation by 
extrapolation and on estimated values determination [7]. 

In regression models [1, 6] the discrete representation of the source data is used. 

{ },...,,...,,)( 10 ni SSSSts = .             (1) 

Regression analysis is widely used in forecasting. It is especially effective when used in computer 

calculations. The peculiarity of models in linear regressions is that the dependent variable, Ri is a linear 
combination of the parameters which should not necessarily be interdependent. For example, in simple 
linear regression 

i

p
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where R=R(t) – function under investigation and a set of indicators at discrete time period t; p – number of 
the nearest previous values of R, ɛi – noise. 
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Fig. 1. Energy consumption estimation by autoregressive model (AR (p), p = 480). On a plot  

of the forecast data points are marked in bold. Sample length N = 100 points (48 samples per day).  
Forecast made 6 steps forward (3 h) 

2. Time series estimation using orthogonal basis of continuous argument 

It seems conclusive to use an enterprise electric energy consumption analysis to illustrate the 
above mentioned method application.  

While constructing energy consumption forecast function (fig. 2) (discrete-time sampling ∆t = 30 
min) it is necessary to consider possible noise occurrence. So the forecast function preserves the shape of 
the experimental curve, but with a reasonable degree of smoothing [8].  

 

Fig. 2. Approximation of the curve of energy consumption (kWh) enterprises (data marked black  
orthogonal functions (the red line). Samples taken for 58 days. Horizontal axis - time  
readout 1 day is equal to 48 readout), vertical axis – power indication values (kWh) 

As it can be seen from fig. 2 day and week time intervals can easily be distinguished on the trend 
line. In order to achieve such distinct results approximating functions [7] are used in this method. 
Approximation by means of the classical orthogonal functions satisfies the above mentioned criteria. The 
time sequence s(t) is described by orthogonal series based on modified classical orthogonal polynomials 
{φi} (which are a special case of the solution of the hyper-geometrical equation [9]) of the classical 
formula [5] 

∑
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The coefficients Ai [4] of expansion (3) are determined by a set of linear equations derived by multiplying 
Eq. (2) by set {φi(t)}: 
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where f(t) is known data of the researched curve (time series). Natural approximative properties of 
polynomials (3) reduce the effect of nonessential "outliers" and give information about specific oscillation 
periods [10]. 
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Fig. 3. The enterprise electricity consumption forecast (kW / h) Legendre functions (Pn(t), n=100, the number of steps of the 

forecast is more than 1000, the number of "learning points" p= 675). Smooth curve - the forecast 

The generalized spectral-analytical method is used to forecast the data flow. The forecast problem 
as a special case of extrapolation and filtering noise comes from the fact that the OLS regression methods 
used in the forecast are identical to OLS used in Fourier coefficients calculation [5]. It is important to use 
already developed methods which can use the properties of orthogonal bases on the basis of classical 
polynomials of continuous argument (e.g. in tasks where trigonometric Fourier series are less 
effective[11]) to extend the capabilities of the mathematical apparatus of the generalized spectral-
analytical method [4]. Physical model of the system comprising N reflecting surfaces for the acoustic 
wave resembles regression model. Indeed, in such a system, a sound source signal S(t) is transformed to 
S*(t). S*(t) can be represented as the sum of discrete delayed pulses and attenuated after passing through 
an acoustic medium of the original signal 
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where αi – loss factor; τi – time lag one reflection, N – number of reflections which reached the receiver 
[12]. The possibility to resolve the inverse task of the wave propagation in terms of discrete reflections by 
applying the generalized spectral-analytical method allows using this technology as a component of 
regression modeling. 
Smoothing function describes the known values of the time series [13] at training time from t0 to t. Some 
specific parameters may not be known for this function at time t0, t1, .... tp. in this case it is necessary to 
use modulating function fmod(t) to construct forecast function taking into account the possible distribution 
decision of smoothing function parameters based on certain values [14]. The resulting function of the 
forecast time for this  

)()()(* mod tftsts i = .    (6) 

Settings of this modulating function can be determined by structure-functional approach or the method of 
expert estimates or other [2, 6]. In fact, the main goal of the modulating function parameters 
determination is to find changing points of the trend [1]. This method may be useful for trade and 
enterprises, as well as for forecasting atmosphere phenomena. 

4. Using additional data 

Regression analysis can be used to determine cause-and-effect relationship between the 
independent and dependent variables [1]. The approach to the analysis of the enterprise electric energy 
consumption with the use of additional data (such as time of day and day of a week on table) gives more 
accuracy in power consumption estimation for a longer period of time.  

Circle representation of consumption time sampling using additional data 

Circle representation Clock Sample 

0 12 p.m. 1 

1 6 a.m. 12 

0 12 a.m. 24 

-1 6 p.m. 36 

It can be seen in the two graphs constructed (fig. 4, 5) on the same time-scale how cyclical the 
consumption of electric energy is. This fact allows using long time scales, usual trigonometric series, but 
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at short intervals (up to days) combined with a more appropriate description in the form of classical 
orthogonal functions [8, 13]. Thus it is possible to determine modulating function settings  

  

Fig. 4. A pattern of power consumption (kWh) for 3 days 

 

Fig. 5. Daily time in circle representation (one day is 48 samples) 

Conclusion 

Modulation function application allows considering not only known time series, but also the 
influence of factors not accounted for in the earlier series of values while making forecasts. Thus it is 
possible to get a more accurate estimation. However, for each system requires a unique selection of 
modulation functions that makes it necessary to develop specific procedures for each system. Another 
problem of the presented idea is that the calculation of modulation functions value may be taken only for 
the time t, due to the fact that some part of the argument function cannot be estimated and may be added 
only at the moment of happening. 

The study showes that a simple solution using the ratio of the long-range differences gives a good 
approximation to the solution of the problem, as well as solution based on the optimal analytical 
approximation [8, 13]. Optimization in this case means getting the type of approximating function, which 
would reveal the correlation between power consumption and some other factors (seasonal effects, 
fluctuations of electricity costs, prices, etc). The described approach using system analysis [2] of 
researched time series (consumption of electric energy at the industrial enterprise, market indicators, etc) 
according to the facts of temporary fluctuations [14] can be useful for many spheres of life for a long 
period of time. 
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The ceaseless evolution of Information and Communication Technologies (ICT) is reflected on their 

migration towards the Future Internet (FI) era, which is characterized, among others, by powerful and 

complex network infrastructures, and innovative applications, services and content. An area of applications 

that finds prosperous ground in the FI era lies in the world of transportation. Τhe goal of this paper is to 

introduce an Intelligent Transportation System (ITS) that utilizes (i) the driver’s preferences, (ii) information 

extracted from the vehicle sensors, and (iii) previous knowledge and experience, in proposing adaptations of 

the vehicle’s driving style, in an automated manner. Knowledge is obtained through the exploitation of 

Bayesian networking concepts and specifically the Naïve-based model. Some indicative simulation results 

showcase the effectiveness of the proposed system, the advantage of which lies in that the reliability of the 

knowledge-based selection decisions is higher. 

Introduction 

Information and Communication Technology (ICT) continue to attract immense research interest 
[1, 2]. Latest trends refer to the migration of ICT towards the era of the “Future Internet” (FI) [3], which 
envisages mechanisms that promise easier overcoming of the structural limitations of telecommunication 
infrastructures and their management systems, so as to further facilitate the design, development and 
integration of novel services and applications [3, 4]. An application area that finds prosperous ground in 
the FI era is transportation. Lately, the automotive world is witnessing a trend related to the extensive use 
of telecommunications systems inside vehicles. The results of such trends are reflected on the term “ITS”, 
which envisages systems that are either related to road infrastructures, making the infrastructure 
“intelligent”, or used inside vehicles traveling on road, attributing vehicles with intelligence [1–5]. 
Sensors and sensor networks play a significant part in this effort, as today they are broadly used in 
passenger vehicles, for safety, as well as emission control reasons. In the future, vehicles will be capable 
of offering more extensive navigation assistance, monitoring their own systems and behaviour, 
reconfiguring their operating parameters and alerting the driver when action is required, through sensor 
systems that will help drivers to cope with hazardous conditions. 

With the vision to build on the aforementioned research approaches, the motivation for the work 
presented in this paper is the fact that several parameters that affect the selection of the appropriate 
matches among drivers and driving styles, can be changing with time (in a random manner). Therefore, 
system that can increase the reliability of the decisions is required. The system should provide the 
probability that the parameters will achieve certain values, based on specific matches. The learning 
functionality is influenced by Bayesian networks [6–8]. The structure selected in this paper is based on the 
Naive-based Model [8]. This model simplifies learning by assuming that features (parameters in our case) 
are independent given the class (selected match in our case).The conference will provide a forum for 
scientists and engineers to exchange up-to-date technical knowledge and experience in the field of image 
analysis, recognition and information processing, define ways of further development of this subject. The 
conference will focus on both theory and applications. 

1. Business case and high level description 

A set of drivers that may drive a certain vehicle is assumed (in the case of a family, usually one of 
them is the most frequent driver), as well as a set of driving styles. The drivers and the driving styles are 
associated with specific parameters, i.e. (a) context information deriving from measurements obtained 
from the vehicle’s sensors, data on the driver’s personal profile parameters, and on the other hand data 
associated with style related parameters. Last, a set of overarching policies reflects driver/styles 
preferences, in the form of weights (importance) attributed to the aforementioned parameters. 

In general, the manner in which a driver operates the vehicle can change from time to time. This is 
depicted in a change of the personal profile parameters. Thus, a change in the driving style of the vehicle 
may be desirable (change of suspension adjustments, gear ratios, speed of vehicle reaction, etc.). The goal 
of the system is to interact, on behalf of the driver, with all candidate driving styles and find and propose 



 
41 

an optimum match. Communication can be guaranteed through the existence of an, easy to deploy, ICT-
based management system (such as the one proposed herein – a-drive).  

In the light of the above, a-drive is shown on fig. 1. It uses as input (i) personal profile parameters, 
(ii) vehicle sensor measurements and (iii) policies which attribute importance to the parameters through 
numerical weights. The output of the algorithmic functionality is the optimum matching among drivers 
and driving styles. The solution method follows a phased approach, consisting of (i) the “robust discovery 
phase” and (ii) the “decision making phase”. The robust discovery phase aims at maximizing the 
probabilities that the parameters will reach certain values, through a Bayesian based model, which helps 
the system obtain knowledge. The decision making phase steps on those probabilities and finds the 
optimum matching considering also the importance of the parameters. 

 

Fig. 1. A-drive high-level description 

It should be also noted that knowledge acquisition is further enhanced by an evaluation procedure, 
made by the driver concerning driving styles after the completion of a ride. In this respect, parameters are 
evaluated, at an integers’ scale from “1” to “10”, in the form of utility volumes [16], with “1” standing for 
“poor” and “10” standing for “excellent”. 

2. Formal description 

Input. The focus is on a driver that drives a vehicle equipped with the a-drive system.  The set of 

the potential vehicle’s drivers is PD . D  is defined for representing the driver. D can take values 1 to 

PD . In the same manner, the set of candidate driving styles is denoted as CDS . DS  is defined for 

representing the driving style. DS  can take values 1 to CDS . The set of parameters is denoted as N . 

Each parameter, j  ( 1,..., )j N= , can refer to a specific aspect, e.g. mean driving speed, age, gender, etc. 

Finally, the importance of each parameter, j  ( 1,..., )j N=  is indicated by a weight value 
jw . In 

principle, the sum of the 
jw  weights, over all j =1,…, N , will be 1. The 

jw  values can constitute a 

vector of weights w%.  As previously mentioned, the parameter values can be changing with time, in a 

random manner. Therefore, variable i  is defined for representing the driving style. Moreover, variable 
jv  

( 1,..., )j N=  depicts the value of the j -th parameter. Each variable jV  is associated with a set of 

reference values R ijV  ( )i CDS∈ . Variable 
jv  can take a value among those in R ijV , when driving style 

i  is considered. 
The knowledge that needs to be developed relies on conditional probabilities, which have the form 

Pr |k

j ij
V rv DS i = =  , where 

k

ij ijrv RV∈  denotes the k -th reference value for the j -th parameter when 

driving style i  is considered.  

Probability density function. The following probability density function can be defined: 
 

( )ixf ,~ = 1

1 1Pr ,..., ,k kN

i N iN
V rv V rv DS i = = =  =  [ ]Pr DS i= ⋅

1

Pr | ,
N

kj

j ij

j

V rv DS i
=

 = = ∏         (1) 

 

where i ∈CDS , x~ ∈ iX , 
kj

ijrv ∈
ijRV  ( j = 1,…, N ), and jk  ( j = 1,…, N ) are integers. 
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The [ ]Pr DS i=  probabilities show the volume of information existing for each driving style i . 

The sum of the [ ]Pr DS i=  quantities, over all i ∈CDS , is 1. The more information there is on a driving 

style- i  the more reliable the knowledge, and therefore, the higher the ( )i,x~f  values.  

In general, the values of the ( )i,x~f  function express in an aggregate manner our knowledge on 

how probable is the achievement of a parameter value indicated in x~ , by driving style i . 

Objective and solution 

The objective is to select the most appropriate driving style among those in CDS . To do so, the 
proposed algorithm follows two phases, as previously mentioned, namely (i) the robust discovery phase 
and (ii) the decision making phase.  

Robust discovery phase. The goal of this process is to identify the most probable parameter values. 
To do so, the probabilities in the right end of (1) need to be updated. For this purpose, a-drive collects 

evaluations made for the CDS  driving styles. The update of the conditional probabilities in relation (1) 
can take into account the “distance” of the collected evaluation values from the reference values. Let us 

assume that the most recent evaluation indicates that driving style i  can achieve 
coll

ijrv  regarding 

parameter j . Let 
ijdif  be the difference between the maximum and the minimum reference value in 

ijRV . Then, for each reference value, 
k

ijrv ∈
ijRV , there can be a correction factor:  

 

k

ijcor = 1 – ( -k coll

ij ij
rv rv /

ijdif ).             (2) 

Since 0≤ k

ijcor ≤1, a value close to one means that the reference and collected values are close, and 

thus, that the corresponding conditional probability value should be reinforced accordingly. The opposite 

holds, if 
k

ijcor  is close to zero. The new conditional probabilities are obtained through the following 

relation: 
 

Pr k

j ij
new

V rv DS i = =  = ijnf ⋅
k

ijcor ⋅ Pr .k

j ij
old

V rv DS i = =                (3) 

 

Parameter ijnf  is a normalizing factor for guaranteeing that all the “new” probabilities will sum up 

to one. Moreover, in order to ensure adaptability to new conditions, the conditional probabilities can be 

prohibited from exceeding a certain threshold, maxpr . In summary, the update strategy includes: (i) 

collection of parameter reference values (through evaluations and measurements); (ii) computation of the 
correction factors through relation (2), and of the new probabilities through relation (3); (iii) if a 

probability exceeds maxpr  it is set equal to the threshold; (iv) the new normalizing factors are calculated, 

by forcing the remaining probabilities to sum to (1 – maxpr ), and the new values are computed for the 

remaining probabilities. 

Decision making phase – exploitation of knowledge. The scheme favors the selection of driving 
styles that have high probability of achieving the most appropriate parameter values (thus living up to the 

driver expectations).  In order to model these aspects an Objective Function (OF) value, 
iOF , is defined 

for each driving style, i CDS∈ . The computation of the OF values, 
iOF , of all driving styles i CDS∈ , 

is made through the following relation: 

iOF
 
= { }max(Pr | ) ,k

j ij j

j

V rv DS i w = = ⋅ ∑
        

(4) 

 

where i ∈CDS , ( j = 1,…, N ) and 
k

ij ijrv RV∈  denotes the k -th reference value for the j -the parameter 

when driving style i  is considered. The driving style with the highest 
iOF  value should be selected 

based on the knowledge obtained from the aforementioned process. In particular, each driving style 
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corresponds to a specific combination of (a) suspension adjustment, (b) gear ratios, (c) speed limits and 
(d) steering wheel reciprocation. Finally, the decision is implemented. 

3. Results 

The scenario used aims at showcasing the gradual development of knowledge and the impact of the 
continuous change of a driver (who gradually drives more smoothly) on the decision making process. 
Last, 3 different driving styles are assumed, namely comfort, normal and sport. As mentioned above, each 
driving style corresponds to a specific combination of (a) suspension adjustment, (b) gear ratios, (c) speed 
limits and (d) steering wheel reciprocation. In particular, the scenario assumes that the driver changes his 
driving behavior, i.e. from a more aggressive one towards a more conservative one. The parameter values 
(obtained either through sensors or inserted by the driver during the evaluation process) are οmitted for 
brevity reasons. For facilitating the process, it is assumed that 15 computations are split in 3 phases (each 
one lasting for 5 computations). The second driving style exhibits a better performance in each subsequent 
phase, implying that it is more suitable.  

Fig. 2, a depicts the conditional probabilities of parameter “economy”, likely to be achieved by the 
second driving style, split in 3 phases. In the first phase which lasts for 5 computations), the conditional 

probability Pr[ 7 | 2]economyV DS= =  appears to be the prevalent one. Then, in the second phase (which 

lasts for computations 6-10), again Pr[ 7 | 2]economyV DS= =  is the highest one. 
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Fig. 2. Conditional probabilities of parameter “economy” of the 2nd driving style in the 3 phases  
(the driver is assumed to become more conservative) (a); OF values for the 3 driving styles (b) 

However, a slight increase in the values of Pr[ 10 | 2]economyV DS= =  is observed, with a parallel 

diminishment of the rest probabilities. Finally, in the third phase (computations 11-15), the most likely 

reference value to be achieved is 10 and thus Pr[ 10 | 2]economyV DS= =  gradually becomes the dominant 

one. There is naturally a point (computation 11) where a false decision may be taken. However, the 
system quickly “recovers” and thus the small amount of time consumed for knowledge development is a 
desirable property. It is the time required in order to increase the reliability levels regarding the new 
capabilities of the second driving style, in terms of achieving a suitability level with regards to the driver 
desires/behavior. In this time period the driving style exhibits a “good” behavior. In case the behavior is 
unstable, the improvement will be considered temporary. The different conditional probabilities will be at 
low levels, so they will not indicate a clear advantage for any driving style. In any case, however, the 
amount of time required for the development of knowledge is not large, therefore enabling fast 
adaptations. The OF values of the 2nd driving style reach the highest possible values after around twelve 
steps on average. These are depicted on fig. 2, b.  

When possible, the 2nd driving style becomes more appropriate in six steps on average. In general, a 
small computational effort is required for acquiring the knowledge. This is highly desirable, as it can 
catch improvements in the behavior of a driver even at a non-permanent basis. The number of steps is not 
high, and therefore, fast adaptations are possible. 
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Conclusions  

This paper has presented an ITS based on Bayesian networking principles, namely a-drive, targeted 
at exploiting knowledge and experience from past interactions, in dynamically proposing the most 
appropriate driving style for a driver, whilst driving the vehicle. Results show that a-drive can (i) adapt to 
parameter changes fast and successfully and (ii) propose the most suitable driving style whilst driving a 
vehicle based on knowledge, experience and enhanced decision-making. 

This work could be extended by developing further machine learning techniques that could create 
collective knowledge that would be exploited by a-drive more efficiently in reaching the appropriate 
decisions. Additionally, what could also be investigated is the potential to change the importance 
(weights) attributed to the parameters during the robust discovery phase and then test the system’s 
response. Part of our future activities shall be also devoted to the integration of the concept of in-vehicle 
intelligence in larger management functionality for ITS that could exploit several novel concepts, such as 
issuing directives to the drivers in tackling emergency situations, amending traffic lights and taking other 
useful decisions during a vehicle’s ride. 
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A new method of learning fast two-dimensional orthogonal transformations is considered. Tunable 

orthogonal transformations are regarded as special neural networks. The learning takes a finite number of 

steps. The learning algorithm does not have the error feedback and is absolutely stable. The method is based 

on fractal filtering of signals and images. Linguistic models are used to determine the topology and structure 

of fast transformations. Examples are given. 

Introduction 

Signal recognition and classification often require preprocessing procedures that help remove 
redundancy and select informative features. Use of orthogonal transformations for this purpose allows 
input information to be presented as independent spectral components. It is known that the greatest 
reduction of data redundancy is ensured by using Karhunen-Loeve orthogonal transformation formed by 
the signal covariance matrix eigenvectors. However, using this transformation involves a lot of 
computations. For this reason Karhunen-Loeve method is not used in processing of data of large 
dimensionality. However, if only one, most important eigenvector (the principal component) is used in 
Karhunen-Loeve transformation, the computation load decreases significantly. The orthogonal 
transformation tuned to one principal component belongs to the class of adapted transformations. 

In 1970s Andrews and Caspari [1] were the first who suggested the idea of generalized orthogonal 
transformation. First learning algorithms for this kind of transformations were developed by A.I. Solodovnikov 
and his colleagues [2]. This class of transformations was also known as tunable fast transformations at that 
time. Introducing activation functions and offsets turns a fast transformation into a fast neural network [3] 
which can be trained by gradient algorithms like for example the error back propagation algorithm. These 
algorithms can also be used to train linear tunable fast transformations (given bounding nonlinearity in the 
learning circuit). The drawback of gradient algorithms consists in potentially unstable learning procedures and 
the presence of dead ends and hanging up at local minima. Structural properties of fast transformations allow 
specific learning methods free from the above-mentioned drawbacks. Considered below, the method of 
training adapted transformations is based on the possibility of multiplicative decomposition of fast-
transformation matrix elements proved by Good [4] (1958). Methods of fractal finite-interval filtration of 
signals [5, 6] are used for multiplicative decomposition. 

1. System models of two-dimensional fast transformations 

Orthogonal transformations with fast execution algorithm are usually used in image processing. 
The aim of the processing usually involves filtration and compression of an image. 

Let us denote a y xN N×  image matrix as ( ),y xF U U . When we subject an image to linear 

transformation ( ), ; ,y x y xH U U V V , we get an array of y xM M×  coefficients. The two-dimensional 

transformation complies with the following rule: 

 

( ) ( ) ( )
1 1

0 0

, , , ; , .
Ny Nx

y x y x y x y x

Uy Ux

S V V F U U H U U V V
− −

= =

= ∑ ∑     (1) 
 

A two-dimensional transformation is called an orthogonal (unitary, to be exact) transformation if 
the following condition is met: 

 

( ) ( )
1 1

0 0

1 if and
, ; , , ; ,

0 if or ,

Ny Nx
y y x x

y x y x y x y x

Uy Ux y y x x

V V V V
H U U V V H U U V V

V V V V

− −

= =

′ ′= =
′ ′ = 

′ ′≠ ≠
∑ ∑

  (2) 

where the over line sign marks the complex-conjugate transformation. For an orthogonal transformation 

we have ,y y x xN M N M= = . The necessary condition of existence of a fast algorithm is the possibility 
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of multiplicative decomposition of the values of both dimensions of an image into the same number of 
multiplicands: 

0 1 1

0 1 1

,

.

y y y

y n

x x x

x n

N p p p

N p p p

−

−

=

=

K

K
 

 

Here indices ,x y  indicate to which coordinate axis the original image belongs to. The above 

condition is not a very strict limitation because some multiplicands can have unit values. Nevertheless, the 
greater the number of non-unit multiplicands, the higher the computation efficiency of a fast algorithm. 
Using multiplicands Ny and Nx let us express the coordinates of image points in a positional numeration of 
compound bases: 

1 2 1 0

1 2 1 0

,

.

y y y y

y n n

x x x x

x n n

U u u u u

U u u u u

− −

− −

=

=

L

L
     (3) 

 

where weight of the m-th digit is determined as * * * *

1 2 1 0m m
p p p p− − K , and *

m
u  is a digit variable taking values 

*0, 1
m

p −   (the asterisk replaces indices x and y here). Similarly we can express the coordinates of 

spectral coefficients in plane ,
y x

V V   ; 

1 2 1 0

1 2 1 0

,

.

y y y y

y n n

x x x x

x n n

V v v v v

V v v v v

− −

− −

=

=

L

L
 

 

The algorithm of a fast transformation is usually represented as a graph of different topologies. In 
the case of Tukey-Cooley topology with time down sampling, the graph can be described as a linguistic 
sentence [6]: 

 

* * * * * * * * * * * * * * * * * * *

1 2 1 0 1 2 1 0 1 2 1 1 2 0 1 2 1 0 .n n n n n n m m m m n nu u u u u u u v u u u u v v v v v v v− − − − − − + − − − −
 
 K K K K K K K  

 

The first and the last words of the sentence correspond to the coordinates of values in the spatial 
and spectral areas. The number of layers in the sentence is 1n + . The words in the middle determine the 

coordinates ,m m

y xU U  and ,m m

y xV V  of points of an input image in the inner layers of the fast algorithm. If the 

algorithm has a regular compact topology, the following condition is true: 

 

1 1,m m m m

y y x xU V U V+ += =            (4) 
 

In the general case the topologies for x and y axes can differ. The graph of a fast algorithm in layer 

m holds base operations ( ),
;m m

x y

m y x y x

m m m mi i
W u u v v  which are four-dimensional matrices of dimensionality 

, ; ,y x y x

m m m m
p p p p    (transformation kernels). The relation between base operations is determined by the fast 

transformation structural model. For the given topology the graph of the structural model is described by 
the linguistic sentence: 

 

* * * * * * * * * * * * * * * * *

1 2 1 1 2 2 0 1 2 1 1 2 0 2 3 1 0n n n n n n m m m n nu u u u u u v u u u v v v v v v v− − − − − − + − − − −
 
 K K K K K K K . 

 

Each word in the sentence defines the number of base operation *

m
i  in layer m. The number of 

words in the sentences is n.  
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Y 

X 
 

Fig. 1. The structural model of a two-dimensional fast transformation 

Fig. 1 shows the structural model of a two-dimensional transformation for an 8 8×  image. 
The input image goes to the bottom layer, while spectral coefficients are produced in the top layer. Base 
operations relate to the model nods. A kernel in layer m makes the two-dimensional transformation of a 

y x

m m
p p×  space block: 

 

( ) ( ) ( ),
, , ;m m

x y
y x
m m

m m m m m m m y x y x

y x y x m m m mi i
u u

S V V F U U W u u v v=∑∑    (5) 
 

Correspondences ( )* * *,m m mU i u↔  are determined one-one by the linguistic sentences of the topological 

and structural models. 

2. Multiplicative decompositions of matrix elements of the two-dimensional fast  

transformation 

Setting specific values for all digit variables * *,
m m

u v  (where m takes 0, 1, …, n-1 successively) 

defines a particular path in the topological graph between a couple of elements from the start and finish 
layers. It follows from the single-valuedness of the digit representation of numbers that this path is unique 
for each pair combination of space points of the input and output layers. This fact allows a convenient 
analytic expression connecting the fast transformation matrix elements with kernel elements. From (1) it 
follows: 

( )
( )
( )

,
, ; ,

,

y x

y x y x

y x

S V V
H U U V V

F U U

∂
=

∂
     (6) 

 

Differentiating (6) as a compound function, we get: 
 

( )
1 1 2 1 0

1 2 2 0 0
, ; ,

n n n

y x y x n n n

S F S F S
H U U V V

F S F S F

− − −

− − −

∂ ∂ ∂ ∂ ∂
=

∂ ∂ ∂ ∂ ∂
L . 

 

From condition (4) it follows that for all m we have 
1

1
m

m

F

S −

∂
=

∂
, and from (5) it follows that 

( ),
;m m

x y

m
m y x y x

m m m mm i i

S
W u u v v

F

∂
=

∂
. So we find that each element of the four-dimensional transformation matrix H 

is expressed with the help of kernel elements as the product: 

 

( ) ( ) ( ) ( )1 1 2 2 0 0

1 2 0

1 1 1 1 2 2 2 2 0 0 0 0, , ,
, ; , ; ; ; ,n n n n

x y x y x y

n y x y x n y x y x y x y x

y x y x n n n n n n n ni i i i i i
H U U V V W u u v v W u u v v W u u v v− − − −

− −
− − − − − − − −= K         (7) 

where the digit expressions of kernels indices of layer m for the given topology has the form: 
 



 
48 

1 2 1 1 2 0

1 2 1 1 2 0

,

.

m x x x x x x

x n n m m m

m y y y y y y

y n n m m m

i u u u v v v

i u u u v v v

− − + − −

− − + − −

=

=

K K

K K
    (8) 

 

By putting expression (7) in the orthogonality condition (2), we find that it will be fulfilled when all 

kernels are orthogonal, i.e. for any , ,m m

x ym i i  the following takes place: 

( ) ( ), ,

1 if and` `
; ;` `

0 if or` `
m m m m
x y x y

y x
m m

y y x x

m m m mm y x y x m y x y x

m m m m m m m mi i i i y y x x
u u m m m m

v v v v
W u u v v W u u v v

v v v v

 = =
= 

≠ ≠
∑∑  

3. Fractal learning of two-dimensional fast transformations 

The learning algorithm for two-dimensional fast transformations uses the ideas of fractal filtration 
which were discussed in [6]. In the case of two dimensions the fractal filtration is multiple-scale image 
processing which successively compresses an image down to a single point. The flowchart of the fractal 
filtration can be pictured as a pyramid shown in Figure 2. The pyramid base is an original image whose 

( ),y xF U U  has arguments Uy, Ux are expressed in a positional numeration (see (3)). Let us fix all digits 

except for two low order digits 0

yu  and 0

xu  in this positional representation.  

 

( ),y xF U U  

( )1 ,y xF U U  

( )2 ,y xF U U  

 

Fig. 2. The diagram of fractal filtration of an image 

If we make these digits take all possible values, we get a two-dimensional sampling of size 

0 0

y xp p× . We regard the fractal filter as an arbitrary functional Φ  defined over this sampling. Formally it 

can be written in the form: 
 

( )
( )

( )
00

1 1 2 1 1 2 1 1 2 1 0 1 2 1 0
,

, ,
y x

y y y x x x y y y y x x x x

n n n n n n n n
u u

F u u u u u u F u u u u u u u u− − − − − − − −
 = Φ
 

L L L L . 

 

It is obvious that image 1F  will be scaled down comparing the size of the original image. 

The functional may be, for example, the rule of computing the mean of the sampling or its median. The 
original image can be formally represented as the product: 

 

( ) ( ) ( )
00

1 2 1 0 1 2 1 0 1 1 2 1 1 2 1 0 0, , , ,y x

y y y y x x x x y y y x x x y x

n n n n n n n n j j
F u u u u u u u u F u u u u u u f u u− − − − − − − −=L L L L  

where ( )
00

0 0,y x

y x

j j
f u u  is a set of two-dimensional function-multiplicands which depend on digit variables 

0

yu  and 0

xu , and indices 0 0,y xj j selects the two-dimensional function from the set. The values of the indices 
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are set equal to the values of the arguments of image 1F , i.e. 0 1 2 1

y y y y

n n
j u u u− −= L  and 

0 1 2 1

x x x x

n n
j u u u− −= L . In order to get function-multiplicands, it is enough to scalarly divide image F  by 

image 1F , varying all digit variables in the process. Image 1F  in turn can also be represented as the 

product of image 2F  and multiplicands from set ( )
11

1 1,y x

y x

j j
f u u . Repeating the operations of fractal 

filtration and decomposition over and over again, we will reach the peak of the image pyramid and get 
multiplicative decomposition of images: 
 

( ) ( ) ( )

( ) ( )
1 21 2

1 01 0

1 2 1 0 1 2 1 0 1 1 2 2

1 1 0 0

, , ,

, , ,

y yx x
n nn n

y yx x

y y y y x x x x y x y x

n n n n n n n nj j j j

y x y x

j j j j

F u u u u u u u u f u u f u u

f u u f u u

− −− −
− − − − − − − −=L L K

K
  (9) 

 

where 1 2 1

y y y y

m n n m
j u u u− − += L  and 0 1 2 1

x x x x

n n m
j u u u− − += L . If we compare the decomposition of an image 

with the fast-transformation decomposition (7), we will see that they are similar. Moreover, the set of 
indices of kernels covers the set of indices of function-multiplicands. This fact allows the conclusions that 
the fast transformation will be accommodated to the image when the transformation kernels are 
accommodated to decomposition functions (9). In fact, for each two-dimensional function-multiplicand it 
is necessary to complete orthogonal functions to the full set of basic functions of the orthogonal kernel. It 
is simple to do by using Gram-Schmidt orthoganalization procedure. The sets of function-multiplicands 
with deficiency of kernels can be supplemented by themselves. The choice of complementary functions 
does not have effect on the accommodation condition of the fast transformation, but change the form of 
other basic functions of the transformation. 

Conclusion 

We have considered the algorithms of learning orthogonal neural networks that have no closed loop 
of error-based weight correction. Due to this property the algorithms are always stable and stop running in 
a finite number of steps, the number of learning steps is proportional to the logarithm of the 
transformation dimensionality. The precision of learning is fundamentally determined by the processor 
precision. The learning algorithms for non-orthogonal transformations do not change radically except that 
there is no Gram-Schmidt orthoganalization procedure. 
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MEANLESS k-MEANS AS k-MEANLESS CLUSTERING  

WITH THE BI-PARTIAL APPROACH 

 
S. Dvoenko 

Tula State University, Russia 
e-mail: dsd@tsu.tula.ru 

In a featureless case a set of objects is represented only by results of pairwise mutual comparisons in 

the form of a distance or similarity matrix. New versions of the well-known k-means algorithm are 

proposed, where it doesn’t need to calculate cluster centers at all. The k-meanless versions of the k-means 

algorithm make permutations on the comparison matrix and give the same result for both featureless and 

feature-based cases. According to the bi-partial approach a two-part objective function combines intracluster 

distances with intercluster similarity and needs to be minimized or combines intracluster similarities with 

intercluster distance and needs to be maximized. 

Introduction 

In modern data analysis and data mining, it is the usual way to represent data about a phenomenon 
under investigation as a matrix of pairwise comparisons of analyzed set members. Such comparisons can 
be nonnegative values of dissimilarity or similarity of set members. For example, similarity of amino-acid 
sequences is evaluated by mutual alignment of polymeric chains of protein molecules and in this case, the 
feature-based representation can’t be used at all [1]. 

A positively definite similarity matrix can be used as a matrix of pairwise scalar products of objects 
in some metric (Euclidean, as a rule) space with dimensionality not more than a set cardinal number. This 
matrix of scalar products can be transformed in a distance one and vice versa. As a result, the dissimilarity 
matrix can be used as the distance matrix in the same space. If set members are features, then the matrix 
of weighted scalar products (correlations) of them can be used too.  

The well-known k-means algorithm is very popular and is simple to understand its results. To get 
the mathematically correct clustering in featureless case it needs to develop new versions of this algorithm 
(and other clustering and recognition ones). The basic idea of k-means is the unbiased partitioning. 

According to it, each cluster kΩ , Kk ,...1=  is represented by its “representative” object kx~ , and the 

center of the cluster is represented by its “mean” object kx . All cluster centers and representatives from 

same clusters are the same kk xx =~  for unbiased clustering, but it isn’t for biased clustering. Hence, we 

need to appoint mean objects as representatives and recalculate mean objects.  

In featureless problem for the set of N members, none of mean objects )( kxω  is presented in the 

distance matrix ),( NND  as a cluster center. We can use the object closest to others in the cluster as the 

cluster center kω . In general, if conditions kk ωω =~  are true for all clusters, it appears to be the biased 

clustering, because the center )( kωx  isn’t the mean object kx  in the unknown feature space. 

As it was discussed before [2, 3], featureless versions of k-means algorithm can be represented for 
distances and similarities and at the same time as k-means and as k-meanless ones. 

1. The featureless k-means and k-meanless clustering by distances 

The clustering criterion minimizes average of squared distances to cluster centers: 
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In the featureless case, the mean objects kω  provides the unbiased clustering with the cluster 

dispersion minimized ∑ =
= kN

i ki
kNk d

1
212 ),( ωωσ , where the criterion )(KJ  is minimized. If the set Ω  

will be immersed in a feature space, then two criterions )(min)( ,...1
KJKJ

K
X

xx=  and 
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)(min)( ,...1
KJKJ

K
D

ωω=  won’t be the same )()( KJKJ XD ≥  in general. However, 

)()( KJKJ DX = , if objects )( kωx  and kx  are the same ones. Let’s guarantee this condition. 

For some Ω∈lω  as a point of the origin and a pair ji ωω ,  the scalar product is 

2/)( 222
jijlilij dddc −+= , where distance is ),( qppq dd ωω=  and 2

ilii dc =  for ji = .  Therefore, the 

main diagonal of the matrix ),( NNCl  represents distances squared from the origin Ω∈lω  to other 

objects. It is convenient [4] to put the origin of the feature space in the “gravity” center of objects 

Nii ,...1, =Ω∈ω . According to it, the cluster center kω  is represented by its distances to other objects 

without restoring the unknown feature space, where kN  is a number of objects in kΩ : 
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where the cluster dispersion [2, 3] is 
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We can represent k-means algorithm in different forms relative the way to recalculate cluster 

centers in the feature space. Let us develop k-means algorithm for distances only: 

a) Step 0. Get K representatives Kkk ,...1,~0 =ω as may be the most distant to each other objects and 

put them as centers Kkk ,...1,0 =ω . 

Step s.  Reallocate all objects between clusters:  

1. Reallocate iω  to be s
ki Ω∈ω , if ),(),( s

ji
s
ki dd ωωωω ≤  for s

kji ≠Ω∈ω , Kj ,...1= .  

2. If needs, recalculate Kks
k ,...1, =ω  to represent them by distances 

Nid s
ki ,...1),,( =ωω . 

3. Reallocate next 1+= ii  object iω . 

4. Stop, if it is unbiased clustering with s
k

s
k ωω =~ , Kk ,...1= , else 1~ +s

kω s
kω= , 1+= ss . 

According to (1), the average of squared distances between objects in the cluster is the cluster 

dispersion 2
kk ση = . Therefore, the meanless clustering criterion is ∑ =

=
K

k kkN
NKJ

1
1)(

~
η  and 

)()(
~

KJKJ = . If the set Ω  will be immersed in a feature space and objects )( kωx  and kx  will be  the 

same ones, then two criterions )(
~

min)(
~

,...1
KJKJ XK

X
∈ΩΩ=  and )(

~
min)(

~
,...1

KJKJ DK
D

∈ΩΩ=  will 

be also the same )(
~

)(
~

KJKJ DX = . Let’s guarantee this condition for meanless clustering: 

b) Step 0. Get K subsets Kkk ,...1,0 =Ω  as may be the most compact ones in some way. 

Step s.  Reallocate all objects between clusters by permutations:  

1. Reallocate iω  to be s
ki Ω∈ω  and )(

~
)(

~
KJKJ s

k
s = , if )(

~
)(

~
KJKJ s

j
s
k < for s

kji ≠Ω∈ω , 

Kj ,...1= . 

2. Reallocate next 1+= ii  object iω . 

3. Stop, if for unbiased clustering none of objects is reallocated, else 1+= ss . 
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2. The featureless k-means and k-meanless clustering by similarities 

A positively definite similarity matrix ),( NNS  with elements 0),( ≥= jiij ss ωω  can be used as a 

matrix of scalar products in a metric space of not more than N dimensionality. Relative some point 

Ω∈kω  as the origin, where 2/)( 222
ijkjkiij ddds −+= , 2

kiii ds = , distances are defined as 

ijjjiiij sssd 22 −+= . The cluster center kω  is represented by its similarities with other objects 

Nii ,...1, =Ω∈ω : ∑ =
= kN

p ip
kNki ss

1
1),( ωω ; kp Ω∈ω . The cluster compactness is the average 
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Therefore, for the clustering by similarities we need to maximize weighted compactness 

∑ =
=

K

k kN
kN

KI
1

)( δ , where )()( KJcKI −= . We can develop k-means algorithm by similarities to build 

unbiased clustering relative centers: 

c) Step 0. Get K representatives Kkk ,...1,~0 =ω  as may be the least similar to each other objects 

and put them as centers Kkk ,...1,0 =ω . 

Step s.  Reallocate all objects between clusters:  

1. Reallocate iω  to be s
ki Ω∈ω , if ),(),( s

ji
s
ki ss ωωωω ≥  for s

kji ≠Ω∈ω , Kj ,...1= .  

2. If needs, recalculate Kks
k ,...1, =ω  and represent them by similarities 

Nis s
ki ,...1),,( =ωω . 

3. Reallocate next 1+= ii  object iω . 

4. Stop, if it is unbiased clustering with Kks
k

s
k ,...1,~ == ωω , else 1~ +s

kω s
kω= , 1+= ss . 

In addition, we can develop k-meanless algorithm to build unbiased clustering by similarities: 

d) Step 0. Get K subsets Kkk ,...1,0 =Ω  as may be the most compact ones in some way. 

Step s.  Reallocate all objects between clusters by permutations:  

1. Reallocate iω  to be s
ki Ω∈ω  and )()( KIKI s

k
s = , if )()( KIKI s

j
s
k >  for s

kji ≠Ω∈ω , 

Kj ,...1= . 

2. Reallocate next 1+= ii  object iω . 

3. Stop, if for unbiased clustering none of objects is reallocated, else 1+= ss . 

3. The featureless k-meanless clustering with the two-part objective function  

We develop here the new version of k-means algorithm again based on the bi-partial approach to 
clustering [5, 6]. In contrast to the idea of combining different scales to represent intercluster similarity 
with intracluster distances or vice versa [5, 6], we don’t need to find the linear combination coefficient, 
because distances and similarities are presented in the same unknown metric space. 

For meanless clustering according to (1) with dispersions kη  we need to minimize the criterion 
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In the first case according to the bi-partial approach, a two-part objective function 

)()(
~

)(
~

KKJKJ δδ +=  combines intracluster distances )(
~

KJ  with intercluster similarity )(Kδ  and needs 

to be minimized. Let’s define the intercluster similarity ∑ =
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K

k kK
sK

1 0
1 ),()( ωωδ  relative the center of 

the whole set as the object 0ω , represented by its similarities ∑ =
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Let’s define the similarity ),( lks ωω  between cluster centers. Each cluster center Kkk ,...1, =ω  is 

represented by similarities with other objects Nii ,...1, =ω as ∑ =
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p ip
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According to it, the similarity between cluster centers is == ∑ =
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In addition, we can see, that the cluster center kω  is represented by its similarities with other 

objects Ω∈iω  and, specifically, with objects from other cluster li Ω∈ω  only. Therefore, we can get the 

average similarity of objects li Ω∈ω  with the cluster center kω : ==Ω ∑ =
lN

i ki
lNkl ss

1
1 ),(),( ωωω  
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11 , kp Ω∈ω . It is evident, that ),(),( lkkl ss ωω Ω=Ω . Therefore, we can use the 

notation ),(),(),( kllkkl sss ΩΩ=Ω=Ω ωω  to denote another type of pairwise intercluster similarity. As 

a result, another type of the intercluster similarity is: 
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As a result, we can use the version b) of k-meanless clustering for the two-part objective function 

)()(
~

)(
~

KKJKJ δδ +=  instead of the criterion )(
~

KJ . In addition, for the dual problem we can use the 

corresponding two-part objective function )()()( 2 KKIKI σσ +=  with intercluster dispersion )(2 Kσ  for 

the version d) of k-meanless clustering instead of the criterion )(KI . 

Conclusion 

It is evident, that we need to reduce the computational complexity of proposed algorithms based on 
increment of the criterion function. We can do it using optimal techniques.  

This work is supported by the RFBR Grant 13-07-00010. I would like to thank Jan W. Owsinski for 
helpful discussion of the bi-partial approach. 
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CREATING OF THE DISCRETE ORTHOGONAL TRANSFORMATIONS 

WITH THE USE OF CELLULAR AUTOMATA DYNAMICS 

 
O. Evsutin, A. Shelupanov 

Tomsk State University of Control Systems and Radioelectronics, Russia 
e-mail: eoo@keva.tusur.ru 

The dynamics of one-dimensional cellular automaton is applied for the construction of discrete 

orthogonal transformation bases which can be used for generation of digital image compression algorithms. 

We suggest a comparison technique of such transformations in respect of noises shown as a result of 

information losses on the restored data elements. 

Introduction 

Currently, various applications of cellular automaton theory to digital image processing tasks are known. 
The given mathematical apparatus is used for images enhancement [1, 2], segmentation [3, 4], edge extraction 
and text recognition [5, 6], construction of secret sharing schemes, based on the use of digital images [7], 
and also in computer steganography for the embedding of water marks into digital images [8]. 

In [9] digital image compression method is considered, based on discrete orthogonal 
transformations, which bases are built from the evolving states of classical cellular automaton with Moore 
and von Neumann neighborhood. However, such transformations are a particular case of a famous Walsh-
Hadamard transformation due to the use of internal states binary alphabet.  

The given work describes generalization of the approach of discrete orthogonal transformation 
creating with the use of cellular automata dynamics. 

1. Cellular automaton with code set 

Let us describe a mathematical model of cellular automaton as a set of components 

σ,,,,CA YL AZ n= , where nZ  – is a space of lattice cells coordinates; ( )nll ,,1 Κ=L , 0>il , ni ,1=  

– vector that sets the lattice size; A  – internal state alphabet, that determines the finite set of values of a 
single cell; Y  – cell neighborhood, represented as a relative indexes vector, which determines similar for 
each lattice cell number and position order of neighboring cells, i.e. cells, the current states of which will 
influence the state of a given cell in the next point of time; σ  – local function of transition, defined 
analytically or given by the set of parallel substitutions, and applied to all lattice cells simultaneously. The 
set of arguments of the given function is defined by Y  neighborhood. 

As extension of classical cellular automaton model we will introduce a notion of cellular automaton 

with code set ϕ,,CACA KK = , where CA  is a cellular automaton with the internal states alphabet A , 

K  – an ordered set of values, so that AK = , and function KA →:ϕ  assigns code set elements K  to 

symbols of internal states alphabet A . An introduced extension of a classical model is used for 
formalization of the approach aimed at generation of code sequence of the given type from the evolving 
states of cellular automaton. 

2. Creating of orthogonal bases with the use of code set cellular automaton 

For the creation of orthogonal basis we should take a one-dimensional cellular automaton CA  with 

lattice length N , define a code set cellular automaton ϕ,,CACA KK =  over it and for some initial 

lattice state study the evolution history of cellular automaton – a lattice states sequence at time points 
Κ,2,1=t  The first basis vector generates from the initial lattice state by means of function KA →:ϕ , 

afterwards more pairwise orthogonal 1−N  vectors are chosen from the cellular automaton evolution 

history. The respective algorithms are considered in [10].  
The set of orthogonal bases generated from the evolving states of code set cellular automaton 

ϕ,,CACA KK =  for all possible initial lattice states is referred to as bases family and denoted by 

( )KCAΣ . 
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It has been found experimentally that certain basis families, in general case, can contain hundreds 
of thousands of different bases (experiments were carried out for 8=N ), but only some of them are of 
practical interest. Therefore the selection task of the best bases among the great number of generated ones 
has appeared. 

Let us carry out the investigation of a single basis family as follows. First of all from the given 
family it is necessary to single out subfamily of bases that define transformations, have similar 
characteristics of the interesting to us type. 

For this purpose, let us set the vector of values with spatial redundancy and transform it using the 

formula ( )CDFG ⋅= , where ( )N
iif 1==F  — set vector; ( ) NN

jiijc
,

1,1 ==
=C , Kcij ∈ , Nji ,1, =  – discrete 

orthogonal transformation basis; ( ) NN

jiijd
,

1,1 ==
=D  – diagonal normalization matrix. 

After vector F  transformation it is necessary to define, which of the transformed values may be 
related to low-frequency components containing the main (average) information about the initial vector 
F , and which may be related to high-frequency components indicating the differences among separate 
elements of vector F . For that purpose we will introduce λ  parameter, defining minimal relation of 

element ig , ,,1 Ni =  value of vector G  to ∑
=

=
N

j

jf
N

M

1

1
 value, at which the given element is considered 

as low-frequency component. Then lets calculate the variation value of low-frequency components values 

using the formula 
( )
( )i

i

g

g
v

ˆmax

ˆmin
= , where iĝ , ri ,1= , Nr ≤≤0  – are elements of vector G, that are 

considered as low-frequency components. 

The respective algorithm is described in [11]. 

The set of orthogonal bases selected from the family ( )KCAΣ  at given values of low-frequency 

components number r , coefficient λ , and variation parameter ν , will be referred to as a subfamily and 

denoted by ( )KrΣ CA,, νλ , ( ) ( )KKr ΣΣ CACA,, ⊆νλ . 

In this paper, orthogonal transformations similar to discrete wavelet transformation, where 

( )2mod0≡N  and 
2

N
r =  ( 8=N ), were built and considered. These transformations were built with the 

use of cellular automaton ϕ,,CACA р sK K=  with code set { }ssssKs ,1,1, −+−−= , defined over 

block cellular automaton [12] with internal states alphabet { }3,2,1,0=A  and bijective block function of 

transition. 

3. Study of effectiveness of discrete orthogonal transformations 

Let us then consider the possibility of application of the obtained orthogonal transformations for the 
digital image compression at the stage of pixel value decorrelation. As an orthogonal transformation 
efficiency criterion we will take the number of zero values among the transformed data elements after 
their quantization in conditions that the initial data had spatial redundancy. In order to calculate the 
information losses produced during this process we will use the root-mean-square error 

( )∑
=

−=
N

i

ii gf
N

1

21
RMSE . 

For the selection of the best orthogonal transformations according to the restoration error we 
suggest the following technique. 

1. Generation of the set (subfamily or set of subfamilies) Σ  of orthogonal bases of N  order with 

the use of code set cellular automaton dynamics. 

2. Generation of the set of integer matrixes (simple test images) describing some basic behavior 
features of certain parts of a digital image: gradual color blend, presence of some differentiating areas 
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with gradual color blend, presence of the object on the background of gradual color blend, presence of 
lines on the background of gradual color blend. 

3. Application of orthogonal transformation on the base of each of the built bases Σ∈C  to each of 

the given test images with the following quantization of transformed data elements using a simple scheme 

with two coefficients ( )HL , qqSQ = , where Lq  – is a low-frequency components quantizer, Hq  – а high-

frequency components quantizer. 

4. Inversion of each transformation with calculation of RMSE value and of zeros number among 
the transformed data elements in each image and calculation of the following statistical characteristics: 
average number of zeros among the quantized data elements, variation coefficient of the given value, 
average RMSE value and variation coefficient of the given value, which for some basis Σ∈C  we will 

denote respectively by ( )Cz , ( )CzV , ( )CRMSE , ( )CRMSEV . 

5. Partition of the Σ  set into l  disjoint subsets Υ
i

iΣΣ = , where iΣ , li ,1= , is defined in the 

following way: the number line segment 




 2

4

3
,0 N , composing a set of possible characteristic values z , 

is divided into l  parts, and if ( )Cz , Σ∈C , belongs to segment with i  index, then iΣ∈C . 

6. Selection of the best orthogonal bases from each subset iΣ , li ,1= , the average RMSE value of 

which is minimal, and their integration into the set ΣΣ ⊂ˆ . When considering such bases Σ∈21, СC , for 

which Σ∈21, СC , a best basis is that one with a smaller RMSE value variation. 

7. Application of orthogonal transformations with bases from Σ̂  to each of the given simple test 
images so, that the information loss level was similar (this is expressed by approximately equal number of 
zeros among the transformed data elements). 

8. Final selection of the best orthogonal bases according to the restoration error. 

Fig. 1, 2 shows typical relation between ( )Cz  and ( )CRMSE  characteristics for bases of 

( )
sKΣ CA8.0,5.0,4  subfamilies for 200,2=s : with the increase of the number of zeros among the 

transformed data elements the reduction of restoration error is observed. 

 

 

Fig. 1. Characteristics z(C) of subfamily bases for s = 4 
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Fig. 2. Characteristics RMSE(C) of subfamily bases for s = 4 

4. Example 

As an example let us consider basis 
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


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43433434
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44334433

C  from 

( )
4

CA8.0,5.0,4 KΣ  subfamily, obtained with the dynamics of code set cellular automaton 

{ }4,3,3,44 −−=K . The given basis is the best representative of its subfamily according to restoration 

error. Fig. 3, a shows the result of the respective transformation of the classic test image Lenna with total 
removal of all 1-level high-frequency components (that is 75% of all transformed data elements). This 
compares to the shown in fig. 3, b result of the similar Lenna image transformation on the base of random 
representative of the same subfamily. It can be seen, that image (fig. 3, a) doesn’t have any visible 
artifacts, while the image (fig. 3, b) showed typical grid. 

 

       

а)       b) 

Fig. 3. The result of Lenna image transformation: 
using basis with the best characteristics (а), using random basis (b) 
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Conclusion 

In conclusion we would like to point out, that the given approach to the designing of discrete 
orthogonal transformations with cellular automaton dynamics in general case assumes the use of code sets of 
any cardinality. However, in practice the use of code sets, consisting of more than six elements, is difficult at 
present time because of the considerable calculating time. Therefore, our subsequent work will be focused 
on two main areas: working with code sets type differing from the type considered in the given work, and 
the use of cellular automata of higher order (the order of cellular automaton can be defined by its internal 
states alphabet cardinality or by binary logarithm of the given value). Moreover, it should be noted that the 
obtained results can be applied to solving of information security tasks, particularly those, where 
transformation of data sets of different dimension are required [13–15]. 
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RECOGNITION OF ZERO BITS OF 3-SAT PROBLEM  

BY APPLYING LINEAR ALGEBRA’S METHODS
1
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The paper represents two methods of recognizing zero bits of 3-SAT problem. The first is based on the 

reduction of the satisfiability problem to an equivalent problem of minimizing a continuous smooth function by 

method of successive approximations, extended by using permutation’s matrix. Another way is to reduce the 

system of linear algebraic equations with symmetric diagonally dominant matrix.  

Introduction 

The problem of satisfability of Boolean formulas (SAT) occupies a central place in the complexity 
theory, an important branch of mathematics. In 1971 S. Cook proved, that SAT problem in CNF-normal 
form is NP-complete, i.e. all other problems of NP class are reduced to SAT in polynomial time. In 
particular, factorization problem has a special meaning for cryptography [1]. The reason for this interest is 
that there is no effective algorithm of solving this problem. Nowadays there is well-known reduction of 
this problem to equivalent SAT instances [2]. Thus, the part of performing set for 3-SAT will match the 
decomposition of number for equivalent factorization problem. Obviously, if bits of this part will be 

recognized with high probability ( 9.0≥ ), it can be possible to attack RSA algorithm. The instance of 

SAT problem of small dimensions can be solved by backtracking methods, but with increasing the 
dimension the time of solution grows exponentially. This is the reason to research more effective 
algorithms. The complex study is very often used, because the common results by various approaches 
may sufficiently increase the probability of bit’s recognizing. This article deals with modification of one 
hybrid algorithm already published [3] by using the methods of linear algebra. Also, a new way based on 
the concepts of linear algebra is proposed.  

1. Method of successive approximations with permutations 

In papers [3, 5] the method of reducing 3-SAT problem to equivalent problem of minimization 
continuous smooth function is presented. The result system has the following form: 

 

),,...1(0)())(p((
)( ,1

,

)( ,1

lk, Njxpxx
jQk

N

jll

lkj

jTk

N

jll

==− ∑ ∏∑ ∏
∈ ≠=∈ ≠=

         (1) 

 

where })1()(:},...1{{)( 22

, jjjk xorxxpMkjT −=∈=  and })1()(:},...1{{)( 2

, jjk xxpMkjQ −=∈= . 

Let’s convert the resulting system of equations (1) to form: 
 

* *,A x B=               (2) 
 

where 
*A  – the coefficient matrix; 

*B  – column of free terms. With the method of successive 

approximations applying to (2), the vector approximation ),...,,( 21

*

nxxxx =  is obtained. After some 

tests were made, it was found that some bits of approximation with sufficiently high probability (greater 
than or equal to 0.9) coincide with the bits of the exact solution. Let’s investigate the modification of this 
method to increase the number of such bits. For this purpose the methods of linear algebra should be used. 

                                                      
1 Supported by RFBR, research project No. 2-07-00294-а 
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Take a permutation 







=

)(...)2()1(

...21

n

n

σσσ
σ  order n, where n is the dimension of

*A . 

Denote 





















=

)(

)2(

)1(

ne

e

e

P

σ

σ

σ

σ
Μ

 as corresponding permutation’s matrix, where )(ieσ  - vector with dimension n, i -th 

element of which equals 1, the other ones equals zero [1]. 

Apply the matrix σP  to matrixes 
*A  and 

*B  by multiplying it on the left side.  After the 

multiplying the system (2) takes a form: 
 

* *;P A X P Bσ σ=         (3) 
 

* * .A X Bσ σ=                  (4) 
 

With the method of successive approximations applying  to the system (4), the vector 

),...,,( 21

*

nxxxx =σ  is obtained. It’s not difficult to see that generally vectors 
*

x  and 
*

σx  are various. 

Use permutation σ  and corresponding matrix σP  for accumulation of statistics used in the calculation of 

the probability of the coincidence of approximation bits with the bits of exact solution (further we will 
named such probability a frequency stability).  To do this, apply a permutation matrix to the system (4), 
then the method of successive approximations should be used. It should be repeated M times for 
generating statistics, where M is the number of instances of SAT-problem. After this procedure the 

frequencies vector σ( ) 1 2( , ,..., )i nν ν ν ν=  would be formed. Notice, that if we do the same steps for various 

permutations, we obtain the set of frequencies vector }{ iV ν= . These data can be used for the 

modification of the method of successive approximations.  
 

Algorithm 1. Searching for approximate solution of system equations that equivalent 3-SAT-
problem, using a set of frequencies vector stability bit. 

 

Input data: A set of frequencies vector }{ iV ν= . 

 

Step 1. Make the transition from satisfiability problem to minimizing continuous function. 
Step 2. Apply to the system equations from previous step the method of successive approximations. 

Marked result as ),...,( 21 nxxxx = . 

Step 3. Determine functions 








=−

=
=

1,1

0,
),(0

ii
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ii
x

x
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ν
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







=−

=
=

0,1

1,
),(1
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x

x
xQ

ν

ν
ν  

Step 4. Calculate sums 0 0

1

1
( , )

j

N

j i j

i

y Q x
N

π

π

ν
=

= ∑  and 1 1

1

1
( , )

j

N

j i j

i

y Q x
N

π

π

ν
=

= ∑ , where nj ..1= . 

Step 5. Form components of new approximations 










 ≥

=
otherwise,0

,1~
01

jj

j

yy
x , nj ..1= . 

Output data: Vector-approximation )~,...~,~(~
21 nxxxx = . 

End of Algorithm 1. 
 

There is an alternative way to determine the probability of equality bit zero, based on reducing the 
problem to the SAT system of linear equations [4]. 

2. Diagonal method for determining a frequency stability 

Let’s get CNF: 
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1

( ) ,
M

i

i

L x C
=

= ∏                                                                   (5) 

 

where iС  is disjunction  like jiq ,∨ . Here jji xq =,  or jji xq =, . 

Transition from Boolean variables to real is performed according to formulas: jj yx → , 

jj yx −→ 1 . Thus there is a transition to a system of linear equations  
 

Ay f.=                                                                        (6) 
 

Obviously, the right-hand side of the −i th equation if  equals to the number jiq ,  taking the values 

"TRUE" in the original CNF. Suppose that the vector f  is known for us, for example 2, =∀ jfj , and 

consider the question: is there a solution for the system (6), components of which are equal 0 or 1? 
Transform the system according to the formula: 

 

,RAy By Rf g= = =                                                           (7) 
 

where R is generally an arbitrary rectangular matrix of size NxM ( N  is the total number of variables, 

M  is the total number of clauses). But the direct selection of the matrix R and its multiplication by the 
matrix A right does not always yield a matrix that is convenient for further research and operations. One 
of convenient type of matrix is sparse matrix. Therefore, instead of choosing the matrix R we will build a 
sparse matrix B of dimension N, while taking care not to lose the certainty inherent in the original 
problem. 

Consider a variable index j and the corresponding equation (6). We will add these equations, 
accumulating unknown in the j-th row of the matrix B, multiplying by -1 if the variable enters the 
equation with a minus sign. It does not guarantee us the certainty of the original matrix, but lets not lose 
sparsity structure inherent in the matrix A. It is easy to show that the matrix B is symmetric. 

In general, the prevalence is not strict, however, in practice more than the diagonal elements of the 
sum of the elements in the corresponding row. Now we turn our attention to the right side g . It should be build 

synchronously with matrix B.Obviously, it is obtained by adding a components of column vector f . Above it 

has been shown that 321 ∨∨=jf . Denote as 
2g  the vector of right part, resulting the conversion f  to g  

when 2=∀ ifi . The vector Rfg = , unknown in general case, can be presented in form gg ∆+2
, i.e. as 

sum of a vector corresponds constants with vector "perturbation". Try to estimate the norm of the vector of 

perturbations g∆  about deposits in 
2g  from 2≠jf . Components of vector g∆  obtained by summing all 

disjunctions containing literal j , and addition can arrange dichotomous, binary tree climbing to the top 

amount. Consider all cases summation at the lowest level when at least one of the logical equations worth 
unsigned literal denial. When pairwise accumulation equations corresponding to the logical, right sides 
can be folded only one of the following ways: 

 

(2+1)+(2+1), (2+1)+(2-1), (2+1)-(2+1), (2+1)-(2-1), 2+(2-1), 2+(2+1), 2-(2-1), 2-(2+1). 
 

We assume these cases are equally probable, for example, this assumption is justified for randomly 

generated CNF, and try to determine how changes in the average component jg  compared with the 

component 
2

jg . Obviously, the expectation would be perturbations power ¼, while the right part 

undisturbed value equals 2. We can conclude that the "perturbation" really can be treated as a perturbation 

on the average comparable and less the norm than the original vector 
2g . 

Consider the maximal components of solutions y  of the system (7) with right side 
2g , i.e. those 

components which are substantially greater than unity. It is understood that g∆  corrects an unknown 

disturbance vector y  to a real component of the vector solutions y  having whole components 0 and 1. 

Due to the relative smallness of the perturbation of the right over the original right-hand side is more 
likely an adjustment to the maximum component units, and not up to scratch. In favor of such an 
adjustment is the fact that the matrix - matrix diagonally dominant. 
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3. Numerical experiments 

This section presents the results of testing the method of successive approximations with 
permutations and diagonal method. Experiments were performed on 3-CNF equivalent to factorization 
problem. It is ensures that all 3-CNF are different and have unique satisfying assignment. Table 1 shows 
the results of testing the method of successive approximations with permutations  for 3-SAT problem, 
equivalent to factoring the number of dimension 100, 200, 300, 400 bits, respectively. 

Table 1 
Test results for method of successive approximations with permutations 

Dimension of the 
problem, bit 

Number of 
variables of 
equivalent 

3-SAT 

The number of  
zero bits determined 
by algorithm 1 N1 

 

The number of true  
zero bits N2 

Ratio N1 to N2 

100 14700 598 646 0.925 

200 59400 2677 3075 0.8705 

300 134100 6215 7042 0.8825 

400 238800 10961 12442 0.881 

There were 100 random permutations applied for each dimension factorisable number. In turn, for 
each permutation used 400 random formulations of the problem SAT, produced using high-quality 
random number generator. As seen from the results, the attitude to remain constant with increasing 
dimension of the problem. Table 2 shows the results of testing the diagonal method for CNF equivalent to 
the factorization problem. Here, the dimension of the problem means the size of factorable number 

pqn = . 

Table 2 
Test results for diagonal method 

Dimension of the 
problem, bit 

Number of  
variables of 

equivalent 3-SAT 

The number of zero bits 
determined by diagonal 

method N1 

The number of true  
zero bits N2 

Ratio N1 to N2 

100 14700 4277 4947 0.8645 

200 59400 17136 19894 0.8613 

300 134100 38942 44828 0.8686 

400 238800 68849 79786 0.8629 

This method defines more number of true zero bits. Strong point of this method is that the ratio 2N  

to 1N  remains constant with increasing dimension of the problem.  

Obviously, by combining above-considered methods may obtain a sufficiently large number of bits 
with high frequency stability. Zero bits, determined by these methods, can be used in the preparation of a 
new, closer to the exact hamming approach and to reduce (eliminate) CNF by deleting clauses containing 
literals whose values are determined with high probability. 

Conclusion 

This article describes two approaches to the search for a satisfying assignment problem SAT, by 
using the methods of linear algebra. The first of these is to expand the known method of minimizing the 
functional by adding permutation matrices. Another method is based on creating a matrix diagonally 
dominant structure using CNF. The numerical experiments are made, the various variants of application 
are proposed.  

In the future it plans to develop an algorithm for determining the factors bit factorization problem, 
which has the starting approximation containing bits which values are determined with high probability, 
will find the bit values of one of the factors. 
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In the article algorithms for decision support for hardware and software complex are described. 

The complex is used for few precision farming tasks: data mining, data processing, decision making and 

control of fertilizers applying. The complex is designed to reduce costs and environmental burden on potato. 

The complex is based on processing aerial images photographs of potato fields. 

Introduction 

Modern methods of thematic cartography and resource management are demanded more and more 
for remote sensing data (RSD) processing. These data are used in areas such as cartography and land 
cadastre [1], agronomy and precision agriculture [2, 3], a forestry [4], a development of water systems [5], 
an environmental monitoring [6] etc.  

One of the most important areas of image processing is a precision agriculture area. Efficient 
processing of raw data allows reducing material and other costs in problems associated with crop 
cultivation and forecasting, a monitoring of level of crops germination and many other applications. 

The basic concept of precision agriculture is the fact that a vegetation cover is not uniform within a 
single field. Up-to-date technologies are used to evaluate and detect these irregularities: global positioning 
systems (GPS, GLONASS), special sensors, aerial photographs and satellite imagery, as well as special 
software systems based on GIS. RSD are used for a more accurate evaluation of the seeding density, 
calculation of application rates and crop protection, more accurate prediction of yield and financial planning. 
Also, it must take into account local peculiarities of soil and climatic conditions. In some cases it may make 
it easier to determine the reasons for the deterioration of vegetation. 

There are a number of systems for precision agriculture tasks: The Monitoring of Agriculture with 
Remote Sensing (MARS), Variogram Estimation and Spatial Prediction plus ERror (VESPER), Ag 
Leader Insight etc. These systems are based on remote sensing processing methods, which allow effective 
detecting field areas that are infected by plant diseases. Detection and recognition of an infection on early 
stages of its development reduces costs of plant protective measures. 

1. Functions and structure of the complex 

The main task of developed hardware and software complex is preparing of morbidity maps of 
agricultural vegetation (potato) for fertilizer application for healing and prevention of plant diseases.  

A series of algorithms for additional feature extraction and processing for agricultural fields images of 
different spatial resolution are developed by the author [7]. These algorithms can be used to create a 
technique of data processing which is used as basis for developing of decision making support system 
(DMSS) for the complex for precision farming tasks. The DMSS is used as a core of the developed 
complex. 

To make decisions about state of the vegetation and amount of applied fertilizers, following steps 
should be performed: 

1. Performing of pre-processing: filtering, white balance correction, data georeferencing. 
2. Calculation of the additional features for each processed image: texture, fractal (fractal 

dimension) and color (ranges saturation and hue of different classes of objects, the normalized reduced 
histogram for training set of neural network classifier).  

3. Performing of multi-criteria threshold and joint segmentation of color, texture and fractal features 
to detection of different areas of the original image: vegetation (affected and healthy), soil, vegetation and 
soil boundary, foreign objects. 

4. Training of the proposed neural network classifier and recognition of aerial photographs to 
forming morbidity map which shows areas of soil, healthy and diseased plants and used as a basis for 
calculation of statistical indicators of productivity. 

5. Forming of maps of morbidity rate which is input for control subsystem, which carries out 
application of plant protection products for their treatment.  
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The proposed hardware and software complex is designed for monitoring of beginning and 
development of diseases of vegetation as a part of GIS for precision farming. Structure of the complex is 
shown in fig. 1.  

 

 
 

Fig. 1. The scheme hardware and software complex for precision farming tasks 

2. Original Data 

Agricultural field color images received with help of high resolution digital shooting are an object 
of our research (fig. 2). Lower value of this quantity equals higher spatial resolution of the image. In this 
article, if a side of a square is less than 0.6 cm, a spatial resolution is considered as high, otherwise – as 
low. We need to solve the problem of recognition for mapping of a disease. This can be done by 
recognizing the original image or by recognizing the received special area. 

 

  
15 meters 50 meters 

Fig. 2. Examples of original aerial photographs 

3. Textures and Fractals 

A texture is one of the major characteristics used for identification of objects or areas on the image 
[8]. The structures are subdivided into fine-grained, coarse-grained, smooth, granulated and undulating in 
according with used base attributes and interactions between them. In view of interaction degree of the 
base elements the structures are subdivided into strong (interaction submits to some rule) and weak 
(interaction has casual character). 

An essence of the proposed method of textural characteristics calculation consists in calculation of 
separate channel images signatures with their subsequent association with use of factors which values 
depend on vegetation type and condition. An example of the obtained textures is shown in fig. 2. The 
example of textural characteristics calculation result is resulted on fig. 3, where visualization of calculated 
values Contrast is resulted. Contrast approximates 1 at a small variation of original data, and it vanishes at 
greater variation [9]. 
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Fig. 3. Textural characteristics for the photograph shown  
in fig. 2 (15 meters) 

Fig. 4. Fractal signatures of various image areas 

Fractal signatures calculation is based on the fact that quantified values of bidimentional signal 
intensity are located between two functions named the top and bottom surfaces [10]. Top surface U 
contains a set of points which values always exceed an intensity of the original signal. Bottom surface L 
has values of points which always are lower of the original image. 

Results of fractal signatures calculation algorithm are presented in fig. 4 (visualization of the 
calculated values fractal signatures is resulted).  

4. Joint Fuzzy Segmentation 

Joint segmentation algorithm is based on co-processing of the source images and their fractal and 
textural features (i.e., an original color image is 
complemented by images of texture and fractal 
features). 

Matrices of color features of original image, as 
well as the textural and fractal features computed for 
each color channel of the original image are used as 
the feature space. 

Color ranges of corresponding healthy and 
diseased parts of potato fields obtained from an expert 
are used as color features. The algorithm is intended 
for segmentation of two-dimensional data representing 
matrices of various features of the original image such 
as color channels, textural and fractal features. Thus, 
the segmentation algorithm is executed in an N-

dimensional space of attributes (where N is the number of characteristics used) where each dimension can 
be taken with a certain weight coefficient. 

Obtained segmentation result (fig. 5) allows in an automatic mode to detect areas on which a 
disease is developed. The knowledge of an allocation of such areas allows determining requirement of 
fertilizers and other chemicals. It allows making agricultural works more effective and less expensive. 

5. Color Features 

Next step of processing is image recognition based on analysis of color features of various objects 
types. The analysis showed that within the same type, the features are differed slightly and are 
independent of spatial resolution. At the same time these features have some differences for different 
objects types. These differences in color features for each color channel (R, G, B or H, S, V) are offered to 
use for processing.  

Color features of images are represented as normalized reduced histograms. A number of individual 
brightness elements is decreased and can be equal to zero for a small images. It creates distortions of a 
histogram. To reduce influence of the distortions it is proposed to use a histogram of intervals of 
brightness – the histogram based on a set of elements of brightness in each segment. Such histogram is 

 

Fig. 5. Joint segmentation result example 
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called a reduced. To ensure interoperability between the histograms of various sizes of images we use a 
normalization procedure. 

6. Perceptron as a Classifier 

To classify image areas a multilayer perceptron [11] is used with N×L inputs, where: N – number of 
segments of the normalized histogram, which is input of the perceptron, L – number of channels. One 
hidden layer contains 32×3 neurons (number of neurons is chosen experimentally), and an output layer 
containing three neurons corresponding to object types. A logistic activation function with sigmoid shape 
is used for each of the neurons. Data sample for classification is formed by a window of size K×K pixels 
scanning the original image. 

Back-propagation algorithm is used to adjust weights of the perceptron. The normalized histograms 
of objects selected by operator are used as training sets. More than 1000 images are used for each class. 

7. Evaluation of Quality Recognition 

The results of evaluation of recognition based on described algorithms are shown in table. 

Recognition algorithms evaluation 

Algorithm Error, % Algorithm Error, % 

Fuzzy C-Means 18.7 Gustafson-Kessel 11.7 

Gath-Geva 15.5 C-Means 15.9 

SVM (HSV) 13.3 SVM (RGB) 16.7 

Random Forest (HSV) 9.5 Random Forest (RGB) 15.4 

Developed algorithm using HSV 4.9 Developed algorithm using RGB 4.8 

Conclusion 

The technique of recognition of vegetation state for decision support system for monitoring 
agricultural fields was proposed. The proposed algorithms for image segmentation, identification of 
specified areas and neural network classification are used as a core of the decision support system. These 
algorithms allow to build additional features and to configure algorithms for processing specific images in 
order to reduce time complexity and improve reliability of identification. 

The structure of the complex was developed, that is based on the proposed technique of recognizing 
the state of vegetation from aerial photographs stored in GIS. The results of data processing can be used in 
the control system of fertilizers applying mechanisms for treatment and prevention of diseases of potato. 

Scientific significance of these results consists in detection disease areas of agricultural plants fields 
which, which can be used in problems of precision farming. Practical importance consists of application 
of the developed complex for cultivation of green products at reduced cost. Possible area of application is 
remote sensing of the Earth (in precision farming, forestry). 
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The idea of applying semantic web technologies to the area of recognition of information objects has 

resulted in a number of research activities and initiatives that have been recently developed. The feasibility 

of using ontologies to represent personalized, user-oriented and problem-oriented knowledge about intelligent 

information objects in distributed Web-based applications is proven. Methods of ontology use for recognition of 

information about complex structured information objects, interesting to user are proposed. 

Introduction 

Applications that work in distributed dynamic informational space for solving different user`s 
problems, have access to a lot of solid multifarious inconsistent informational resources. Though, we try 
to recognize objects containing information useful for problem solving. Classification (class from user 
ontology) and definition (ontology class specification) of these objects depend on user tasks [1]. 

1. Ontology as a means of knowledge formalizing 

The selection of knowledge representation formalisms for the majority of usual applications is 
determined only by problem to be solved and by different preferences of developers. But for intelligent 
Web-based applications this selection has its own peculiarity: considering their functioning in open 
information space they require the constant updating of knowledge from the external environment. 
Therefore it is advisable to use such interoperable knowledge representation as ontology which has been 
already established today in form of recognized standards, the representation languages, instrumental tools 
for editing and inference, as well as available fundamental mathematical basis. 

At the same time, till now, to the best of our knowledge there are no accurately formulated 
technologies of knowledge management based on ontologies which could be directly implemented in 
applied systems, including the systems for recognition of certain information objects which are interesting 
for the user and necessary for the solving of user’s problems.  

The perception and recognition of information objects (IO) are the most important problems for 
working out of intelligent information systems which are based on knowledge [2]. Features of 
IO recognition in the distributed Web-based applications are their dynamism (for example, both standards 
and languages of the description of the metadata, and sources of data can vary), and dependence of 
distinguished IO structure from the peculiarity of problem to be solved. 

Therefore, the creation of intelligent industrial systems based on ontologies, in environment of 
continuous organizational and technological changes requires methods and tools not only for ontology 
creation, but also for the whole complex of related problems - change management, estimations, 
personification, separation, mapping and integration etc. 

Ontology mapping is the establishment of correspondences between two or more ontologies, and 
the integration of ontologies (ontology merging) - creation of a new ontology from multiple source 
ontologies. Ontology alignment, or ontology matching, is the process of determining correspondences 
between concepts. Ontology merging and alignment is one of the effective methods for ontology sharing 
and reuse on the Semantic Web. Ontology merging defines the act of bringing together two or more 
conceptually divergent ontologies or the instance data associated to this ontologies. This merging process 
can be performed in a number of ways: manually, semi-automatically or automatically.  
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2. Intelligent data objects in an ontological analysis 

An object (from the point of view of programming and, in particular, the object-oriented approach) 
represents some entity in virtual space which possesses a certain condition and behavior, has preset values 
of properties (attributes) and operations over them (methods).  

Typically, during the study of objects the belonging of each object to one or several classes is 
allocated. This belonging in turn causes the behavior of the object, i.e. is a model of this object [3]. 

The information object is an extension of the program object. The information object represents the 
certain entity comprising data in information system about any real or virtual object (subject, being, event, 
process etc.) that is the unique identified material or non-material entity of the real world which describes 
its structure, attributes, restriction of integrity and, probably, behavior.  

For example, a person, a publication, an organization, a house, a building [4], a city can be an 
object, and the description of some object (information about some features of this object) can be an 
information object. For the Semantic Web concept and the Web information space such objects of the 
non-material world, as ontologies, software agents, Web-services, information resources, metadata, 
databases, etc. also belong to the information objects.  

The other aspect of IO classification is a data type viewpoint. Now the Web proposes a lot of 
multimedia data for different applications and with different expressiveness. Informational Resources (IR) 
represented in the Internet can be classified on textual and multimedia ones, static and dynamic, structured 
and not structured etc., but every IR has some semantics and is concerned with some subject domain. IRs 
can be also seen as IOs. In the process of information retrieval [5] it is very important to discover IR 
concerned with the domain interested to user.  Structures textual information in the Internet is mainly 
given in HTML and XML formats. The  subject domain of textual IR can be define by two ways: 1) 
analyzing of IR textual content and 2) considering  metadata of these IR. There is a great deal of the 
widespread formats for a storing audio and video information, 3D-scripts and images. The multimedia 
resources are accessible for  indexation much worse than textual information. Therefore for multimedia IR 
only the second way is efficient. Metadata contains machine-readable information about the document 
that can be automatically  processed by  computer. Now  the most perspective and common metadata 
model is RDF (Resource Description Framework) based on XML. Though, the ontology of the Web 
multimedia resources can help users in the IR type description for problem solving in correspondence 
with software for their processing (fig. 1). 
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Fig. 1. Types of multimedia informational resources of the Web  

 
The main contributions of this work are three folds: 
1. Proposing a new classification mechanism for dynamic multimedia objects using users’ access 

history. 
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2. Comparing experimentally an approach that analyzes each user’s accesses against one 
considering collective user behavior only, and demonstrating a much higher classification quality with the 
former approach [6]. 

3. Investigating the relation of four factors to classification quality, and evaluating four 
corresponding rules for filtering classification results. 

Classification techniques can be categorized as manual or automatic. Manual classification can deal 
with different types of data and has high accuracy. A pioneering search engine Yahoo manually indexes 
its contents. The two major auction sites Amazon and eBay require sellers to classify the auctions they 
upload to the sites. The drawback of manual classification is the inefficiency in dealing with a large 
number of objects in a complicated category structure. 

Automatic classification systems are either rule-based or machine-learning systems; and machine-
learning systems are further divided into supervised (classification) or unsupervised (clustering) [3, 6]. 
According to the knowledge on which the classification is based, automatic classifications can also be 
identified as content-based or link structure-based. Beside documents, the objects to be classified can also 
be search engines or sites on specific topics. The general model of multimedia IRs is proposed on fig. 2. 

 

 

Fig. 2. General model of multimedia IRs  

Nowadays, a lot of Web applications are intelligent and use knowledge about some subject domain 
or produce some new knowledge. In such applications knowledge is represented in interoperable form and 
can be reusable. For such representation ontological approach is widely used because ontologies have a 
fundamental theoretical foundation (descriptive logic). That’s why in the modern Web the significant part 
of content is intelligent and knowledge-oriented – ontologies, semantic Wikipedia items, elements of 
semantic markup, semantic metadata about other resources etc (fig. 3). At the present stage of IT in the 
majority of cases intelligent Web applications use standards and technologies of knowledge management 
developed by Semantic Web project. Ontologies are an important building block of knowledge in the 
Semantic Web. They provide a shared and common understanding of a domain that can be communicated 
across people and applications. An important advantage of the Semantic Web is that people can 
collaboratively create ontologies and build common vocabulary without centralized control. One building 
block of Semantic Web ontologies is a Semantic Web Term (SWT) which plays the role of a word in 
natural languages. The set of SWT is a bridge between the RDF statements with formal semantics defined 
in RDF(S) and OWL. The social Web provides the knowledge about persons and communities. 
Ontological approach enables to link such information with some classes of ontology that are interesting 
to user. This process of class recognition of heterogeneous data is a kind of pattern recognition. 
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Fig. 3. Main elements of ontological knowledge 

Wikipedia defines pattern recognition as the assignment of the source data to a certain class by 
means of allocation of the significant features that characterize these data from the total weight of non-
essential data. An example of pattern recognition is classification, which attempts to assign each input 
value to one of a given set of classes (for example, determine whether a given email is “spam” or “non-
spam”). However, pattern recognition is a more general problem that encompasses other types of output 
as well. Other examples are regression, which assigns a real-valued output to each input; sequence 
labeling, which assigns a class to each member of a sequence of values (for example, part of speech 
tagging, which assigns a part of speech to each word in an input sentence); and parsing, which assigns a 
parse tree to an input sentence, describing the syntactic structure of the sentence. 

The classic statement of the problem of pattern recognition [7, 8]: by the set of given objects it is 
necessary to classify them. The set of objects consists of subsets called classes. Information about the 
classes, description of the whole set, information about some classified objects and information about an 
object, which belonging to some class is unknown but interesting to user are specified. Under the 
available information about classes and the object description the class is required to establish. 

In modern intelligent applications this problem is usually transformed as follows - it is necessary to 
retrieve from the available (via Web) or derived in any other way relevant to the task informational 
resources (IR) the information relating to certain concepts (classes or class instances)  and relations 
among them (their structure is reflected by domain ontology). 

For example, the user needs to find a set of executors to perform a specific research project. 
Domain  ontology allows to know that the desired object is an entity belonging to the class of “human” 
and having parameters such as education, experience, skills, availability of publications, degree, diplomas 
and work experience, etc. 

But only the availability of relevant ontology allows the problem-specific structuration of 
information extracted from the IRs, because information used during the solving of another problem and 
extracted from the same IRs about the same objects may be absolutely different (for example, information 
for detection of effective ways of treatment of patients with similar symptoms differs from the 
information extracted from the same IRs about the same persons for finding dog owners with similar 
breeds). 

Problem of perception, recognition and interpretation of objects is a complex task which is divided 
into separate subtasks [8,9]. Thus traditional pattern recognition, speech recognition and text recognition 
are only the special cases of a considerably more general problem. 

Recognition of information object (IO) involves detection of information interesting to user about a 
particular IO in some IR content. For example, face recognition is a detection of elements that 
characterize the look data of IO of type "human" in the graphic IR [9]. 

3. Use of ontologies for structurization of recognised data  

Ontology can be considered as a basis for IO structure representation, i.e. IO is an ontology class, 
and various IRs are the sources for creating of class instances with interesting to user data. This approach 
allows to integrate information coming from different sources, and to generate the necessary to user 
knowledge. The task is subdivided into several sub-tasks: 
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− Creation (or search) of ontology, representing the structure of the IO (or of the set of the IO), 
knowledge about which is necessary to solving of the user’s problem; 

− Retrieval of IRs that explicitly or implicitly contain data about these IOs; 

− Acquisition of knowledge about IO from IRs; 

− Representation of the retrieved knowledge in the comprehensible and convenient to the user 
form. 

General architecture of ontology-based recognition process links user problems with domain 
ontologies  that are used in the recognition process of different IOs that are interested to users (fig. 4). 
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Fig. 4. General architecture of ontology-based recognition process 

It should be noted that in many cases this process is iterative, and during the problem resolving the 
information about IO has to be updated by extracting the relevant information from those IR which are 
available to the user (for example, via the Web or corporate network). 

Conclusion 

Content analysis and link structure analysis are the two dominant approaches for document 
classification. As observed by many in the literature [8], a major shortcoming of content analysis is that it 
usually requires text and so cannot be directly applied to classifying multimedia information. Link 
structure analysis, on the other hand, requires that changes be reflected promptly in the links around a 
dynamic object. Neither of the two techniques guarantees automatic and prompt classification for 
multimedia objects that may be changing quickly. 

Most sites with dynamic information objects are, however, stable in their category structure. 
In addition, popular sites accumulate a large amount of information about their users’ accesses to the sites. 
Both the structural stability and the rich information about users’ access history are valuable resources but 
their utilization in content classification is not yet investigated sufficiently. 

This work proposes a framework to classify an object into a category structure by analyzing users’ 
traversals in the category structure. Use of ontologies as a source of information about the structuring of 
recognized IO is caused by properties of ontologies and their role in today's distributed intelligent 
applications. Furthermore, ontologies themselves can be updated with new knowledge as a result of the 
recognition process. 
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Analysis of vascular structures can greatly improve accuracy of morphometric studies that may be used for early 

medical diagnosis. Laws and processes in vascular tree can be described by skeletal structure. Currently, there are 

numerous skeletonization methods that focus on computational efficiency. However, when data are too large to be 

loaded into the memory of a personal computer, such approaches are difficult to use. This paper presents an algorithm 

for constructing of skeleton, topologically equivalent to the original object, which processes data locally and at the same 

time preserves global attribute of the object - the centeredness. Built skeleton is based on distance maps and then can be 

used to calculate the morphological and topological characteristics. 

Introduction 
 

Non-invasive tests allow to obtain diagnostic information excluding the possibility of entering 
viruses and bacteria into a body and relieving a patient from complex and unpleasant pain. At the same 
time, the tools required not only for carrying out such studies, but for analysis too. 
Skeleton is a convenient form for the analysis of objects, particularly for objects with complex topological 
structure. Comparison of features of vascular structures in norm and pathology allows us to understand 
many morphological processes. 
Currently there are many algorithms for skeleton constructing [1], but an input image has to be processed 
entirely in the vast majority of them. However, modern medical imaging algorithms allow to get the 
images of high accuracy, therefore it leads to an increase in processed data. E.g., the analyzed images of 
vascular structures may occupy several gigabytes. Such image may not always be loaded into memory 
and special methods should be offered for images of this size. 
The main difficulty in the skeleton construction is to preserve the global characteristics of the skeleton (e.g. 
centeredness) during local transformations. In this article, we propose generalized skeletonization algorithm. 
We also give the analysis of obtained results, the advantages and drawbacks of our approach. 

1. Properties of vessels image 
All vessels are divided into three category by section: longitudinal, transverse, mixed. Elongated vessels 
are characterized by elongated shape and can be divided to two classes: thin, thick. These classes have 
different algorithms of extraction and description. Transverse vessels have ellipse-like shape and can to 
have a few extraction algorithms. These algorithms depend on different condition of vessels 
representation. Pattern of vessels can be defined by: border, contour of cell, free space. 
This condition depends on type of histology sample. Therefore definition of vessels extraction method is 
choosing interactively by specialists (fig. 1). 

     
a)         b)         c) 

Fig. 1. Sample of vessels: a) transverse and mixed vessels that define by border; b) transverse that defined  

by contour of cell; c) longitudinal vessels that define by free space 

2. Proposed algorithm 

2.1. General Scheme 
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The general scheme of the proposed algorithm can be viewed in fig. 2. 
On the first stage we acquire high resolution images with vessels. It is a mosaic with about a 

hundred of images, each of them contains about 2000x1000 voxels (15 Mb). 

 

 

Fig. 2. General scheme of the algorithm 

Obtained images have an overlap of about 50 voxel on each border between the mosaic images. For 
re-estimation of images positions stitch image stitching algorithm based on normalized statistical moment 
[2] can be applied. It is chosen because it optimized for high resolution images and robust to small 
rotations between subimages. 

On the third stage for every subimage we apply the algorithm of color image processing of a 
histological image sample for membrane analysis described in [3]. Result of this operation is shown in fig. 
3. 

a)              b) 

Fig. 3. Original histological image (a); extracted skeletons (b) 

We will take a look more closely at two final steps.  

 
2.2. Preserving centeredness 

Let’s consider two neighboring subimages (fig. 4, a). If the initial algorithm is not changed, some artifacts 
will appear around the borders (fig. 4, b) and obtained skeleton will not be centered for the object. 
To resolve this problem, we remove only those points for which the distance to the boundary of the object 
is less than the distance to the border of subimage: 
 

min( , , )deletable deletable P x y zP P dist d d d= ∧ < , 

 
where distp – distance map value for P voxel, dx, dy, dz – the distance to the nearest point of the boundary 
subimages respectively for axes Ox, Oy, Oz. 
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a) 

 

b) 

 

c) 

 

d) 

 
Fig. 4. Two neighboring subimages (a); result of stage 3 without correction (b);  

result of the first pass of the stage 4 (c); corrected skeleton (d) 

This condition ensures that central points of the object will not be removed during this pass on the fourth 
stage (fig. 4, c).  
This step is independent for each image and can be performed in parallel. 
Unprocessed voxels are removed in the next steps of the stage. Their idea is that processing only occurs 
near the boundaries of the subimage. The subimage is cut into “strips” with width equal to doubled 
maximum distance on the distance map. This allows covering all voxels. Then, for each such “strip” used 
a slightly modified first step:  in the removal condition is ignored for considered axis. For example, for the 
“strip” along the axis Ox condition removal is as follows: 

min( , ).deletable deletable P y zP P dist d d= ∧ <
 

 
Thus, the skeleton is thinned along each of the axes. After this stage we should to reconstruct skeleton for 
3D-case. 
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3. Extension to 3D  
The construction of intermediate layers can be realized by analysis of distance map properties [4]. 

Rides of distance map correspond to contours of optimal intermediate layer. Also they correspond to 
watershed lines. Taking in consideration aforesaid, we used technique [5] in order to reconstruct 3D-
object surface from several closed, in general, non-planar curves. 

Before that we applied dilatation to constructed skeleton. Detailed description of algorithm can 
found at [4], short scheme is shown on fig. 5, results on fig. 6. 

Fig. 5. Algorithm of construction of regions for definition 

 
a)      b) 

Fig. 6. Neighboring layers (a);  reconstructed image (b) 

Conclusion 

The proposed algorithm has several advantages. Firstly, it allows processing a large amount of 
images, which is especially important for histology images as well as magnetic resonance images. 
Secondly, the considered algorithm can be easily parallelized, which will increase the speed of image 
processing and, consequently, the medical diagnosis. Thirdly, constructed skeleton contains information 
about the distance to the boundary of the object, and it can be used for further analysis. 
The algorithm was tested on synthetic images and images of complex medical objects. It demonstrated 
good results for all cases. Compared to analogs, the proposed algorithm is self-contained – it works with 
raster layered images without additional transformations. In addition, the proposed algorithm is flexible; it 
has clearly marked stages, which can optionally be substituted with other alternatives. 

Binary Layers 

Calculation of centers of mass for every object 

Centers connection 

Convex shape 

Erosion 

Calculation of contour 

Disjunction 

Middle layer 
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The paper discusses the process of creating a system which automatically produces phonetic 

transcriptions for input electronic texts in the Belarusian language according to the Cyrillic and Latin 

alphabetic systems of phonetic notation. The general scheme, the working algorithm, the structure and 

contents of the specialized knowledge base with correspondences “an allophone – a transcription symbol” are 

described.  

Introduction 

The authors’ aim is to create a system of the automatic generation of phonetic transcriptions (GT) 
for electronic texts in the Belarusian language. Fields of use may include various services and 
applications, such as online text-to-speech synthesis [1], natural-speech interfaces [2] – in order to define 
the characteristics (i.e. peculiarities of a representation of the sounds of oral language), according to which 
any Belarusian word can get the correct automatic pronunciation. At present the problem is urgent 
because there are no specialized algorithms for Belarusian words to automatically receive the Cyrillic or 
Latin transcriptions.  

In order to achieve our goals, we have established the following specific objectives: 

− to develop a knowledge base with correspondences “an allophone – a transcription symbol”; 

− to implement program algorithms which transcribe electronic texts (i.e. generate phonetic 
notation of each word) according to the Cyrillic and Latin phonetic alphabets; 

− on the basis of a GT-system, to create a GT-service accessible via the Internet; 

− to work out a generalized scheme of a GT-system for other languages. 
For the construction of a knowledge base for the Cyrillic transcription of words, language experts 

have used scientific materials on the theory of the Belarusian language [3, 4]. The research work [5] has 
become the basis for a knowledge base of the first Latin transcription, and the resources [6, 7] have been 
used for a knowledge base of the International Phonetic Alphabet (IPA) which is the other phonetic 
notation system based primarily on the Latin alphabet. 

1. The algorithm for the automatic generation of phonetic transcriptions 

In order to build the system which produces phonetic transcriptions, we assume that a user puts an 
electronic, orthographically correct text in the allophonic representation at the input of the system (fig. 1). 
Further, the system is supposed to produce transcriptions according to several phonetic alphabets at the 
output. The allophonic representation of orthographically correct texts can be obtained with the help of an 
online text-to-speech synthesizer available at www.corpus.by/tts3 [8]. 

Let us take the following orthographic text with marked stresses, and phonemic words as an 
example: 

Мо=й ро+дны ку+т, я=к ты= мне= мі+лы! 

Забы+ць цябе= няЪма+ю сі+лы! 
After this text is processed by the text-to-speech synthesizer, its allophonic representation will be as 

follows:  
M004,O113,J'013,/,R032,O022,D001,N004,Y322,/,K001,U032,T000,/,#C3, 

J'002,A142,K004,/,T002,Y121,/,M001,N'004,E143,/,M'002,I041,L004,Y310,/,#E2, 

Once an electronic text in the allophonic representation is at the input of the GT-system, it becomes 
possible for a user to select a language of the input text, and a desirable phonetic transcription. For now 
the system can convert Belarusian electronic texts to their phonetic transcription using three types of 
phonetic notation systems:  transcription by Cyrillic characters (let us sign it with Tr1), transcription by 
Latin characters on the basis of [5] (Tr2), and transcription by Latin characters according to the 
international standardized format, namely IPA (Tr3).  



 
82 

The results of using the algorithm are given to a user in the form of a transcribed text according to 
the desirable phonetic alphabet. At the same time linguistic experts and software engineers receive all the 
input, output, and analytic data (a size of a text, an IP-address, time, etc.) for efficient correction of errors 
in the process of producing transcriptions. 

 

 

Fig. 1. A generalized scheme of the algorithm for the automatic generation of phonetic transcriptions 

Let us consider in detail the algorithm of work of the GT-system. 
The algorithm requires the following data at the input: an electronic text T in the allophonic 

representation, a language L, and a desirable type of a phonetic alphabet according to which the 
transcription process will be performed Trt. Further the algorithm fulfills the following steps: 

Step 1. Formation of replacement rules. At first the algorithm accesses a knowledge base of the 
language L chosen by a user. The knowledge base contains correspondences “an allophone – a 
transcription symbol”. Then a number of replacement rules R = <R1,…,Rn> are formed, where 
Ri = <ai,tri1,tri2,tri3>; ai is an allophone code; tri1, tri2, tri3 denote characters of three types of transcriptions 
of an allophone ai; I = 1...n; n is the quantity of rules. 

Step 2. Allophonic representation of a text. In the text T, allophones are selected according to the 
pattern Pt of their accessible view. The pattern Pt can be formalized by means of the language of regular 
expressions in the following way: Pt = [A-Z]{1,3}[']{0,1}[\d]{3}, where [A-Z]{1,3} is one, two or three 
capital letters of the Latin alphabet, [']{0,1} means a possible apostrophe sign, [\d]{3} signify three digits 
(0,…,9). The fulfillment of this step is necessary because theoretically a user can place a text in any 
representation at the input of the system. In this case conversion of such a text requires its preliminary 
normalization, i.e. extraction of a text in the allophonic representation Ta out of the input text T. 

Step 3. Generation of transcriptions, namely phonetic notation. For each allophone ai which is 
sequentially taken from the text Ta, a transcription symbol of one or another type trij is generated 
according to rules R which have been created earlier. The consecutive processing of the whole text Ta 
results in the final transcription Tr of the selected type Trt. 

Step 4. Preparation for data saving. During the automated phonetic notation, all the information on 
the process is gathered. This information includes various input (an allophonic text T, a language L, a 
desirable type of transcription Trt), output (a transcribed text Tr), and analytic (a size of a text, an IP-
address, request time, etc.) data. Afterwards the data collection is used by developers to efficiently correct 
errors (if they occur) in the process of transcriptions generation. It should be noted, that if one or another 
element of the knowledge base “an allophone – a transcription symbol” is missing, the system gathers this 
information as well. 

Step 5. Mailing of notifications to developers. After the fulfillment of step 4 the above-mentioned 
data are attached to an e-mail letter which is sent to developers – a language expert and a software 
engineer – for determining the type of a problematic situation (linguistic mistakes, errors of algorithms 
and program codes), and the best way to solve it. 

Step 6. The end of work of the algorithm. As a result, after the algorithm is accomplished a user 
receives a transcribed text. Fig. 2 illustrates some examples of phonetically transcribed text lines. 
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a) b) c) 

Fig. 2. The example of the resulting text which has been transcribed according to the Cyrillic alphabet (a), 
simplified Latin alphabet (b), and IPA (c) 

 
High-quality work of the algorithm of the GT-system requires the existence of rules R which can 

give the corresponding transcriptions tri1,tri2,tri3 to any input allophone. A linguistic expert was instructed 
to develop records for a knowledge base which would correspond to any possible input set of allophones 
of Belarusian texts according to [9]. In addition each record of a knowledge base is required to be 
actualized (i.e. filled with all types of transcriptions). Let us consider the process of developing a 
knowledge base for the system of transcriptions generation. 

2. The development of a knowledge base for the system of transcriptions generation 

For automatic phonetic notation, it is necessary to create tables of correspondences of allophones 
with transcription symbols. Initially, our work was carried out in the direction of creating a generator of 
the Cyrillic transcription. That is why at first we started to create a list of “allophone – transcription” 
correspondences for this type of transcription. For this purpose, an expert selected 720 words in order to 
cover all possible occurrences of allophones by the text-to-speech synthesizer. Further a specialist in 
phonetics used these words for the creation of a knowledge base for the Cyrillic transcription and its 
analysis (table 1). It was stated that in order to correctly and unambiguously transcribe a word (in its 
allophonic representation), the first three characters of each allophone are enough, instead of a maximum 
of five characters that might be given out by a phonetic processor of a text-to-speech synthesizer. 

Table 1 
Transformation of words into the Cyrillic transcription (an excerpt) 

Word Cyrillic transcription Allophonic sequence 

зверабо+й. з’в’эрабо8й. Z'0,V'0,E2,R0,A2,B0,O0,J'0, 

бамбё+жка. бамб’о8шка. B0,A2,M0,B'0,O0,SH0,K0,A2, 

адду+шына. ад:у8шына. A2,D1,U0,SH0,Y3,N0,A2, 

In the Cyrillic transcription, the following diacritics are used: the acute accent ( ´ ) and the grave 
accent ( ` ) – the main and side verbal accents which are put directly above a stressed vowel; the colon ( : ) 
– a reduplication sign; and the apostrophe ( ’ ) – a palatalization sign.  

After that, an expert correlated all existing allophones with the Cyrillic transcription characters for 
further automation of the process of transforming sequences of allophones into transcribed records 
according to the Cyrillic phonetic alphabet (table 2). 

Table 2 
Allophones with their corresponding symbols of the Cyrillic transcription,  

and examples of words containing them (an excerpt) 

Allophone Cyrillic transcription symbol Word example 

A0 а8 катала+жка 
A1 а: дзя=ржбюджэ+це 
A2 а ураджэ+нка. 
A3 а навако+лле. 

The next step became the development of a knowledge base for the Latin transcription on the basis 
of the work by U. Koščanka [5]. Thus, the knowledge base with the characters of the Cyrillic alphabet 
was supplemented with their Latin equivalents and examples of Latin transcriptions with accents (table 3). 
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Table 3 
Transformation of words into the Latin transcription (according to the [5]) (an excerpt) 

Allophone Word example (1) Latin transcription symbol [5] Word example (2) 

E0 канстэ+бль. é kanstéblʼ 

E1 тэ=леперада+ча. è tèl’ep’eradátʼʼa 

E2 тэа+тр. e teátr 

However, after we analyzed the results of the created table, it became obvious that the Latin 
transcription we had received could not be called international because it did not correspond to the 
International Phonetic Alphabet (IPA) [6, 7]. In order to achieve our goal we started to deeply analyze the 
IPA, and to search for equivalents of Belarusian sounds. 

There are twenty eight different characters for vowel sounds in the IPA. These characters are 
systematized in a certain articulation classification [6, 7]. In order to identify relevant sounds, we compared 
this classification to the corresponding classification of vowels of the Belarusian language [3]. As a result, 
six necessary sounds were added. Next we found equivalents for all consonants. 

Then two more columns were added to the described knowledge base. One of them illustrates 
sounds in the representation according to the international format, while the second one contains examples 
of words converted into the international transcription (table 4). At the same time stresses in word 
examples were put not on vowels, but on syllables, as it was in the Cyrillic, and previously described 
Latin transcriptions. Putting such an accent complies with the international format.  

Table 4 
Transformation of words into the Latin transcription (according to the IPA) (an excerpt) 

Allophone Word example (1) Latin transcription symbol (IPA) Word example (2) 

C'0 пацо+кваць. tʼʼ pʼʼʼʼkvʼtʼʼ 

CH0 трагі+чны. ʼ trʼʼʼʼiʼnʼ 

Thus, we have developed the knowledge base for the system of transcription generation for the 
Belarusian language. The knowledge base makes possible to put a symbol of one of three desirable 
phonetic alphabets in correspondence with any allophone which can be generated by the system of text-to-
speech synthesis. 

Conclusion 

This paper says about the beginning of work on the development of a system for the producing of 
different transcriptions for any input electronic texts in the allophonic representation in the Belarusian 
language. Its experimental prototype has been implemented as a free service, constantly available on the 
Internet at http://www.corpus.by/convertAllophToCyrPhonemes/ together with the resource 
www.corpus.by [4, 10]. With its help, one can automatically receive real-time transcription of any 
Belarusian allophonic text pieces according to three phonetic alphabets.  

The service quickly transforms a text according to the Cyrillic or Latin transcription, 
understandable to anyone since school. Converting into the international IPA transcription opens up the 
possibility for foreigners to facilitate understanding of the phonetics basics of a Belarusian written text. In 
addition to the direct use of the service as a tool for learning the Belarusian language, it becomes also 
possible to quickly and automatically create specialized Belarusian phonetic dictionaries which can 
significantly help phoneticians. Besides, using this service together with the text-to-speech synthesizer 
allows a user to control and correct the work of the synthesizer with the help of notifications sent by e-
mail. Further improvement of the system will lie in the integration of the system with the output of the 
allophonic processor of the text-to-speech synthesizer, and identification of the errors found. It is also 
planned to modify the algorithm of placing the correct accents (on a stressed syllable, not on a stressed 
vowel) for the IPA transcription. 

We would like to thank Alena Skopinava for her help in revising the language of this paper. 
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In this paper a technique is presented to classify electroencephalography (EEG) records, taken from 

subjects during periods of different kinds of mental activity. It was possible to compare described approach 

with neural networks classifier for AR coefficients presented in [1]. Fitting a general model for all patients 

leads to a high error rate, but an individual approach allows building high quality classifiers for each of the 

patients. It means that it’s possible to build a functional system that can figure out what kind of mental activity 

a subject performs. Such system will be useful in any kind of critical industry or military control process, 

where it’s vital that the operator is awake and involved. Also it may help person to maintain concentration on 

subject. 

Introduction 

Current state of technology enables researchers to record low noise EEG with highly portable and 
convenient devices. As EEG represents state of brain electrical activity that is highly correlated with 
person’s state of mind, this device may be used to determine the kind of mental activity a person is doing. 
As that person doesn’t need to have any special training, brain-computer interface (BCI) devices based on 
mind state are much more convenient to use. The low number of distinguishable states and slow (for 
inexperienced operator) transition between states does not allow building a high precision and fast BCI 
system, but for a number of applications such approach may be useful. The only downside of this method 
of interaction with a computer is that the person should actually perform some sort of mental activity to 
transmit the command, but, for example, in entertainment applications this is completely acceptable. Also, 
while monitoring a subject’s state (e.g. determining whether operator of dangerous machinery is actually 
awake and involved in the process), this property of system is even desirable. 

There are numerous special properties of an EEG signal, both time and frequency domain-related. 
In the frequency domain historically the first to be observed was the division of the spectrum into four 
frequency bands (delta, theta, alpha and beta), each one related to some type of neuron activity. The 
downside of this technique is its high sensitivity to noise. In the time domain the autoregressive model [2] 
was found to be very useful for separating normal subjects from those with psychiatric disorders [3]. In 
[1], the autoregression (AR) model coefficients were fed to a neural network and yielded rather good 
results. The idea of this work is to improve on their results even further by merging the AR coefficients 
and frequency bands power values to increase the accuracy of the method. Spatial separation was natural - 
since an electrode is more sensitive to nearer events, features for each electrode may be calculated 
separately and than merged together. 

Some form of machine learning should be used to analyze those features. In [1] neural networks 
showed good results, and also provided some insight about inner cerebral processes. In this research an 
SVM-based classifier shows good results as a replacement of neural networks. 

There was a high risk of overfitting the models because of huge number of features, so some form 
of dimensionality reduction required. Best results were obtained while using independent components 
analysis (ICA) to perform this reduction. 

Data Source 

Data was obtained previously by Keirn and Aunon [4, 5]. The subjects of the experiment were 
seated in an Industrial Acoustics Company sound controlled booth with dim lighting and noiseless fans 
for ventilation. Signal from electrodes C3, C4, P3, P4, O1 (20-10 electrode placement system) of an 
Electro-Cap electrode cap was passed through Grass 7P511 amplifiers with a 0.1-100 Hz bandpass filter. 
The signal was digitized by a Lab Master 12 bit analog-to-digital converter at 250Hz sampling rate. 

The analog filter has a sharp enough cutoff below the Nyquist frequency, and the frequency bands 
necessary for this research were far below it, no additional digital filtering was needed. 

For this paper, data from seven subjects performing five mental tasks was analyzed. Those five 
tasks are:  

− the baseline task (subjects were asked to relax); 

− the letter task (subjects were asked to compose a letter to friend or relative without vocalizing it); 
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− the math task (subjects were asked to solve nontrivial multiplication problems); 

− the visual counting task (subjects were asked to imagine a blackboard and to visualize numbers 
being written on it); 

− the geometry rotation task (subjects were asked to visualize a particular 3D block figure, being 
rotated around an axis). 

Data was recorded for 10 seconds during each task. The tasks were repeated 5 times per session. 
Two sessions for each person was taken for analysis. 

Obtaining Features 

Each record was divided into segments 1 second long that overlap by 0.5 seconds. Then segments 
containing eye blinks were discarded. Blinks were detected using a record from a special pair of eye 
electrodes - sharp slopes on this signal correspond to blinks. Next step is re-referencing signal - to get rid 
of electrical drift and other induced signals, new reference signal was calculated as the average signal of 
all electrodes and all data was recalculated according this new reference. After this step of data 
rectification, data features were computed. For every segment of the record 3 AR coefficients and 7 band 
powers (1-4 Hz, 4-7 Hz, 7-9 Hz, 9-10.5Hz, 10.5-13 Hz, 13-20 Hz, 20-30 Hz, normalized to have total sum 
1) are computed for each channel.  

Autoregression coefficients were calculated using the R ARIMA model implementation from the stats 
library with no difference term and no intercept term, so the fitted model had the following form: 

 

1 2 3[ ] [ 1] [ 2] [ 3],X i a X i a X i a X i= • − + • − + • −     (1) 
 

where X[i] is the value of the rectified signal at the i-th sample, ai are the autoregression coefficients. 
Band coefficients were obtained using the R implementation of fft from the fftw library, then 

summing up all frequencies magnitudes in each bracket and dividing each sum by the overall sum for all 
brackets. 

As data provides 5 different channels, this method yields 50 features for each segment. Using these 
features directly in the machine learning stage leads to poor performance, as with such a number of 
features and a relatively small dataset, machine learning has strong tendencies to overfitting. To move 
ahead, dimensionality of the feature space should be reduced. 

Dimensionality Reduction 

After a set of experiments with various dimensionality reduction techniques, ICA has been selected. 
Intuitively, as ICA could transform data in a way that lines up most “nongaussian” dimensions, it should 
provide nearly the best separable space within chosen number of dimensions. In a series of experiments 
this intuition was confirmed, as best results was achieved with ICA reduction to 11 dimensions for SVM 
and 15 for neural networks. Reduction was performed by the fastICA R implementation, using the 
training set as input and producing translation from the 50D feature space to the 11D (15D) target space. 

Classification 

Two approaches to classification were tested: neural networks and support vector machine (SVM). 
For a representation of neural networks, the multilayer perceptron was chosen. With two hidden layers 
and 15 units in each layer this perceptron provides fast computation speed while maintaining worthy 
classification results. The RSNNS library from R provided the implementation for it. Competing with this 
neural network was an SVM implemented in the kernlab R library with the Crammer, Singer native multi-
class classifier. 

To determine the performance of each classifier cross-validation was used to limit the overfitting 
problem. Also the low amount of data suggests using cross-validation to get rid of “lucky” and “unlucky” 
cases. To cover this part of implementation, simple k-fold cross-validation was implemented (25-fold 
specifically) 

In each round of cross-validation both classifiers was trained on the test set, consisting of records 
tagged with the class of mental activity and divided into segments. In the classification stage for every 
record it was split in segments, then each segment was classified by the classifier to produce a “vote” with 
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relevant class. Then the overall record class was determined by the simple majority of votes. This way the 
classifier, trained on segments, was able to classify entire records. This approach was inspired by [1] and 
it reduced error rate even further. Performance of the selected classifiers highlighted in table. 

Classification quality after cross-validation 

 Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Subject 6 Subject 7 

NN 0.82 0.8 0.46 0.7143 0.4533 0.8 0.64 

SVM 0.78 0.84 0.52 0.6735 0.4667 0.68 0.68 

Conclusion 

Results in this paper significantly improve on results from [1]. It means that additional frequency 
features can improve accuracy of BCI system significantly. Also as both a small perceptron network and 
an SVM produced rather similar results, both methods may be used, depending of implementation 
availability in a particular BCI device. High recognition quality without any feedback or subject training 
may be useful in various fields. 
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PLAIN OBJECTS DETECTION IN IMAGE BASED ON A CONTOUR  

TRACING ALGORITHM IN BINARY IMAGES 
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e-mail: anton.kazlouski@yahoo.com 

Objects detection in image is a central problem to many tasks in digital image processing and 

therefore it has a vast range of applications. An algorithm for plain objects detection in image based on a 

contour tracing algorithm in a binary image is presented in this paper. The detection of plain object in image 

relates to the decomposition of a binary image contour into contours and closed contours and is based on the 

developed by the author algorithms for: an applicant for the vertex detection in a binary image, a closed 

contour detection in a binary image. The algorithm for an applicant for the vertex detection in a binary image 

allows performing the decomposition of a binary image contour into contours and closed contours. The 

problem of the determination of the starting point for contour tracing algorithm in a binary image is 

considered. The concept of plain object in image allows analyzing images of different types with a large 

number of considered classes of plain objects. The experiments show the robustness and the efficiency of the 

algorithm. 

Introduction 

There are many object detection techniques in various image processing applications such as 
remote sensing, technical vision, medicine, and many others. It is one of the fundamental and still open 
image processing tasks due to the complexity of analysis of images of different types with a large number 
of considered classes of objects. It relates to image interpretation problem. 

Current object detection techniques [1–4] can be categorized into bottom-up, top-down, and 
combining the previous two approaches relates to the template matching approach. Bottom-up approaches 
[1, 4] start from low-level or mid-level image features, i.e. edges (contours, boundaries) or segments. 
These methods build up hypotheses from such features, extend them by construction rules and then 
evaluate by certain cost functions [3]. 

Top-down approaches [2] use object representation learned from examples based on prior 
knowledge about an object, such as shape, color, or texture, to guide the segmentation. Their result is 
approximate due to complexity of accurate description of classes of objects. 

The third category of approaches combining top-down and bottom-up methods [3] have become 
prevalent because they take advantage of both aspects. The result is as close as possible to the top-down 
approximation, but is also constrained by the bottom-up process to be consistent with significant image 
discontinuities. 

The problems of contour detection and segmentation are related. In general, contour detectors offer 
no guarantee that they will produce closed contours and hence do not necessarily provide a partition of the 
image into regions. Closed contours can be recovered from regions in the form of their boundaries. The 
result of image segmentation is a set of segments that cover the input image [5, 6]. Another way of closed 
contours detection in image is the decomposition of a binary image contour into contours and closed 
contours. It refers to starting and stopping criteria of a contour tracing algorithm in a binary image. The 
current approach is to start trace a binary image contour from the first encountered pixel of contour. It 
does not allow detecting a closed contour without additional complex analysis. As the result, the problem 
of an arbitrary contour decomposition is still opening. 

A new algorithm for plain objects detection in image was developed and evaluated by the author. 
The detection of plain object in image refers to the developed by the author algorithms for: an applicant 
for the vertex detection in a binary image, a closed contour detection in a binary image. The algorithm for 
an applicant for the vertex detection in a binary image allows performing the decomposition of a binary 
image contour into contours and closed contours. The concept of plain object in image allows analyzing 
images of different types with a large number of considered classes of plain objects. 

1. Plain object in image 

A contour in a digital image is a connected set of pixels determined from the given input image 
according to а predefined set of rules. 
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Edges must be linked into a representation for region boundary and contour. Contour can be open 
or closed. A closed contour correspond to a region boundary, as a boundary of a finite region in image 
forms a closed path. 

A plain object in a digital image is an object, whose decomposition on n closed binary image 

contours is not possible, where n∈Ν  and n > 1. The boundary of the plain object does not belong to a set 

of decomposition of k closed binary image contours of another object, where k∈Ν  and k > 1. Herewith, 
the boundary of the plain object cannot be represented as a decomposition of sets of l binary image 

contours and p closed binary image contours, where p, l∈Ν  and p, l ≥ 1. The binary image is derived from 
the given input image according to а predefined set of rules. 

The conditions of the definition of a plain object in image are agreed according to the possibility to 
link contours in a binary image into a segment, and sometimes the segment is linked in such a way that 
correspond to a boundary, but this is not always the Plain objects are illustrated in (fig. 1). 

   
  a)         b) 

   

   c)           d) 

Fig. 1. Images: a) an object of the image whose decomposition on n closed contours possible, n = 3;  
b) a set of closed contours extracted from the image, see fig. 1, а; c) an image; d) a binary image  

derived from the image, see fig. 1, c (all the objects are plain) 

2. An algorithm for plain objects detection in image based on a contour tracing  

algorithm in a binary image 

There are three main steps of the considered algorithm for plain objects detection in image: 1) an 
image binarization; 2) closed contours detection in a binary image; 3) a plain object identifcation. 

Image binarization is based on the Canny edge detection algorithm [7]. The result is a binary image 
with “thin edges”, must be 1-pixel contour.  

The developed by the author algorithm for a closed contour detection in a binary image scans the 
given input binary image line-by-line from left to right, and top to bottom. Herewith, the starting point for 
a contour tracing algorithm is determined based on the developed by the author algorithm for an applicant 
for the vertex detection. A closed contour is determined by the developed stopping criteria of a binary 
image contour tracing algorithm. 

The determination of a binary image pixel as an applicant for the vertex relates to the corresponding 
algorithm whose scheme illustrated in fig. 2. The pixels marked with black squares in fig. 2 will call 
pixels of forming angle. 

A binary image pixel f K j , i L  is an applicant for the vertex of the first type in case of equality of 
pixels of forming angle f K j , i+1 L  and f K j+1, i L  to one (marked with black squares, fig. 2, а). Herewith, 
the value of pixel f K j–1, i+2 L  or f K j+2,i–1 L  is equal to zero (marked with 0, fig. 2, а) and pixels values, 
marked with 2 or 3, do not equal to one simultaneously. There are no pixels of forming angle from left 
and right or top and bottom of the pixels of forming angle [8]. 

A binary image pixel f K j , i L  is an applicant for the vertex of the second type in case of equality of 
pixels of forming angle f K j , i –1 L  and f K j+1, i L  to one (marked with black squares, fig. 2, b). Herewith, 
the value of pixel f K j–1, i–2 L  or f K j+2,i+1 L  is equal to zero (marked with 0, fig. 2, а and pixels values, 
marked with 2 or 3, do not equal to one simultaneously. There are no pixels of forming angle from left 
and right or top and bottom of the pixels of forming angle [8]. 
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a)                    b) 

Fig. 2. The schemes of a binary image pixel determination  
as an applicant for the vertex: a) first type; b) second type 

Plain object identification is based on the analysis of the localization results of the closed contour 
detection algorithm. The localization of a closed contour relates to the determination of the extreme left, 
right, top, bottom contour pixels when tracing the contour. Herewith, a considered closed contour must 
not have more than n3 spur contours with the length more than n4 pixels. It is achieved based on the 
algorithm for an applicant for the vertex detection in a binary image and a contour tracing algorithm in a 
binary image. 

The algorithm parameters are as follows: n1 –  the maximum number of binary image pixels to be 
traced; n2 –  the minimum length (in binary image pixels) of a closed binary image contour, which 
represents a boundary of a plain object; n3 –  the maximum number of spur binary image contours of a 
plain object boundary; n4 –  the maximum number of binary image pixels to be traced within the detection 
of spur binary image contours. 

3. An algorithm for a closed contour detection in a binary image 

There are three starting rules of a binary image contour tracing algorithm: an applicant for the 
vertex must be determined to start the tracing procedure; the binary image contour tracing procedure starts 
from the angle forming pixel f K j+1, i L ; a binary image pixels with respect to the applicant for the vertex 
(f K j , i L ): f K j+1, i+1 L  or f K j+1, i–1 L  do not take part in the tracing procedure, i.e. must be equal to 0 
(marked with 1, fig. 2). 

There are three stopping rules of a binary image contour tracing algorithm: the binary image 
contour tracing procedure stops if the end of a contour has been reached, i.e. there is no possibility for 
further tracing. Note, the contour tracing algorithm must not allow to trace contour vice versa, i.e. the 
angle forming pixel f K j+1, i L  must not meet during tracing. The binary image contour is not closed; the 
binary image contour tracing procedure stops if n2 image pixels have been successfully traced. The binary 
image contour is not closed; the binary image contour tracing procedure stops if within it one of the 
following pixels have been met with respect to the applicant for the vertex (f K j , i L ): f K j , i –1 L , f K j , i L , 
f K j , i+1 L . The binary image contour is closed (see fig. 2). 

The proposed algorithm for a closed contour detection in a binary image is independent from a 
contour tracing algorithm (might be used anyone). 

4. Experimental results 

The considered algorithm for plain objects detection in image was tested with the following 
parameters: n1 = 1200, n2 = 50, n3 = 2, n4 = 15. The function bwboundaries, MATLAB [9] was tested with 
the following parameters values: conn = 8, options = ‘noholes’. The function bwconncomp, MATLAB 
[10] was tested with a default connectivity of 8. The extraction of contours relates to the Canny edge 
detection algorithm. The Canny edge detection algorithm was used with the following thresholds values: 
T1 = 0 and T2 = 0,3. The k-mean clustering segmentation was tested with the following parameters values: 

distance = ‘sqEuclidean’, k = 3. 
The tests results are estimated based on the following coefficients: k1=N /R  и k2=L /R , where N – 

the number of undetected plain objects in the image; L – the number of false plain objects detected in the 

image; R – the total number of plain objects in the image, R  = 1, …, m, m∈Ν.  

Fig. 3 shows a test sample T of 5 images of different types. Fig. 4 shows K-mean clustering 
segmentation results. The test results are presented in table 1, 2, 3.  

Table 1 
The test results of functions bwboundaries, matlab / bwconncomp, MATLAB 

I 
Detected 
contours 

Detected plain objects 
Undetected plain 

objects 
False plain 

objects 
Total number of 

plain objects 
Detection time, с kk1 kk2 

1 2 3 4 5 6 7 8 9 

I1 123 0 18 123 18 0,0544/0,007 1 6,8 
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I2 21 0 2 21 2 0,0223/0,002 1 10,5 

I3 6 6 0 0 6 0,0089/0,011 0 0 

I4 23 0 5 23 5 0,0070/0,002 1 4,6 

I5 24 0 7 24 7 0,0270/0,002 1 3,4 

Table 2 
The test results of the considered algorithm for plain object detection, MATLAB 

I 
Detected closed 

contours 
Detected plain 

objects 
Undetected plain 

objects 
False plain 

objects 
Total number of 

plain objects 
Detection time, с kk1 kk2 

1 2 3 4 5 6 7 8 9 

I1 23 18 0 0 18 1,7328 0 0 

I2 1 1 2 1 2 0,5041 1 0,5 

I3 6 6 0 0 6 0,0390 0 0 

I4 5 2 3 1 5 0,7520 0,6 0,2 

I5 10 8 0 3 7 0,0773 0 0,4 

Table 3 
The test results of k-mean clustering segmentation, MATLAB 

I 
Detected 
segments 

Detected plain 
objects 

Undetected plain 
objects 

False plain 
objects 

Total number of 
plain objects 

Detection time, с kk1 kk2 

1 2 3 4 5 6 7 8 9 

I1 27 8 12 0 18 7,6 0,7 0 

I2 10 3 0 1 2 3,2 0 0,5 

I3 6 0 6 0 6 3,3 1 0 

I4 14 7 0 2 5 2,8 0 0,4 

I5 0 0 7 0 7 3,4 1 0 

  
a)        b) 

     

c)              d)       e) 

Fig. 3. The test sample T of 5 images of different types: a) an image I1, size of 501×501 pixels;  
b) an image I2, size of 256×256 pixels; c) an image I3, size of 320×240 pixels; d) an image I4,  

size of 259×194 pixels; e) an image I5, size of 252×252 pixels 
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a)      b) 

  
c)    d) 

Fig. 4. K-mean clustering segmentation results, see fig. 3 

Conclusion 

The new algorithm for plain objects detection in image based on a contour tracing algorithm in a 
binary image is introduced. The use of the algorithm for an applicant for the vertex detection in a binary 
image allows performing decomposition of a binary image contour into contours and closed contours 
without a significant increase in processing time. A transition to processing of plain objects in image 
allows analyzing images of different types with a large number of considered classes of plain objects. The 
results of experiments confirmed the efficiency of the algorithm. 
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The article continues a series of papers devoted to the technology of development a dynamic subject 

domain based on distributed expert knowledge. The present paper describes the use of Domain-Specific 

Modeling (DSM) methodology to automate the process of constructing subject domain in decision support 

systems. A concept of development of domain-specific language is presented.  

Introduction 

Efficiency and quality of administrative solutions directly depend on possession of innovative 
knowledge. In this connection tasks of acquisition, representation and operative usage of innovative 
knowledge become especially actual. Solution of these tasks complicates the fact that in the modern 
informational environment knowledge, especially technological, possesses property of distribution and 
has a short life cycle.  

In decision support systems knowledge is formalized according to some model, is stored in 
knowledge bases and is applied in decision-making processes. Efficiency of decision-making is reached 
by means of engaging of experts who can in the shortest periods of time provide relevancy, reliability and 
entirety of knowledge. Experts, as a rule, are dispersed worldwide. Their knowledge actually is distributed 
cognitive resource. So we are faced with the problem of constructing a subject domain which is, first, is 
formed from a variety of distributed resources, and secondly, is dynamic. It is necessary to develop 
automation technology of constructing subject domain for such class of problems. 

Earlier, dynamic subject domain model based on the graph theory was constructed as the theoretical 
basis of the technology [1, 2]. The present paper considers the development of domain-specific language 
(DSL) which is designed to express statements in a particular problem space, or domain. 

1. Problem statement 

Let us formulate the formal description of the task on technology development. Let T - the task 
demanding an operational decision. We will define it, as a collection of following components: 
T = (S, Group, S1, …, Sn, Req1,…, Reqk, Solution1 …, Solutionn, t1,…, tn), where S - task setting; 
Group = (Center, Expert1, Expert2,…,Expertn) - the group of performers including center (Center), 
initiating the task, and the distributed performers (Expert), implementing solution of subtasks; S1,…,Sn - 
settings of the subtasks received as a result of decomposition S; Req1, …, Reqk - requirements to solution; 
Solution1,…,Solutionn - the formalized information received as a result of solution of subtasks; t1, …, tn - 

limitations of span time on solution of subtasks; n → ∞, k - a variable value. 
As a basis for construction of model of a subject domain of task T the graph theory is used, 

allowing simulating hierarchy of subtasks. As model of a subject domain of task T we will understand 
attribute tree G(V, E).Within the limits of the given model expert knowledge is presented in attributes of 
vertices. 

According to model of task T to every tree vertex the following set of attributes is put in 
correspondence: v = <id, task, name, addr, status, inf>, where id - the unique identifier of vertex (task); 
task - task setting (requirements to solution); status - state of vertex (the task is initiated, the task is in 
process of solution, the task is solved); name - the unique identifier of the expert; addr - the address of the 
expert; inf - informational component (actually the solution of the task presented in one of admissible 
formats). It is necessary to develop domain-specific language (DSL) specialized to a particular subject 
domain of task T that must have a reasonably small set of elements that can be easily defined and 
extended to represent domain-specific constructs. 

2. Development of DSL, the base concepts 

There are several disadvantages of universal modeling languages such as UML. UML is designed 
to support mostly object oriented programming. Consequently, in contrast to domain-specific, UML is 
used for a wide variety of purposes across a broad range of domains. It has primitives whose semantics 
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are not familiar to all experts in particular domain. To use universal modeling language experts need to 
know their syntax and semantic. 

Identified disadvantages of universal languages led to a new modeling approach (Domain Specific 
Modeling) which involves the development of specific, domain-specific modeling languages created for 
the particular subject domain. Unlike general-purpose languages, DSL is more expressive, easy to use and 
understandable to experts. 

In our case it is required to develop the language of representation of the dynamic graph model of 
task T. It gives us opportunity to describe the model as a formal specification that permits machine 
representation of the graph. 

A domain-specific language must combine the set of elements and the relationships between them 
into a coherent grammar. It must also define whether combinations of elements and relationships are 
valid. Fundamental concepts of graph domain model of task T are nodes (Node) and relationships 
(Relationship) between them. Nodes have a numeric identifier (index). 

Relationships organize vertices into a hierarchical tree structure and combine set of nodes-subtasks 
(Nodes). Relationship has an initial node (Start Node), the end node (End Node) and type. Each 
relationship has a type (RelationshipType) which is uniquely identified by a string name (name). Nodes 
and relationships have properties (Properties). Properties are used to set the task's attributes. Properties are 
defined as a “key-value” pair (fig. 1). 

 

 
Fig. 1. DSL element's graphical notation 

Graph consists of nodes and relationships combined their associated properties in which data are 
stored. The node in this case is a representation of the vertices in the graph (task, subtask). Link-element 
defines a hierarchy of subtasks (fig. 2). 

 

.  
 

Fig. 2. Graphical notation of Graph element 
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3. DSL for dynamic subject domain. Language statements 

Let's consider a group of statements that must be included in the domain-specific language. First, 
according to the dynamic property of the domain model we should include statements that can be used to 
perform basic operations (create node or relationships, add node or relationships, delete node or group of 
nodes and others): create-operators, delete-operators, return-operators. They are used to implement 
algorithms of defragmentation and synthesis of the domain model. Secondly, it is necessary to define a 
group of statements that allow setting and changing the attributes of nodes and relationships (set-
operators). Thirdly, the language must contain a set of statements common to all high-level programming 
languages: conditional operator, loop operator and others. This group of operators will be used to 
implement algorithms for processing and modification of the domain model. 

DSL statements syntax are based on understandable interpretation of concepts established in 
practice and on a simple notation which is borrowed from the concept of SQL, as well as the approach to 
the implementation of the query language of graph-oriented database Neo4j. Some statements are 
represented (table). 

Table 

Statement Action Example 

create n ={…} creates a single node and 
set an attributes 

create n = {id : '1.1', task : 'task1.1', 
name:’expert1’, status : 0} 

create a-[r:reltype]->b creates a relationship 
between two nodes 

start a=node(1), b=node(2) 
create a-[r: includes ]->b 

create ({list}) creates a collection of 
nodes 

create {1.1, 1.2, 1.3} 

start n=node(<index>) 
return n 

returns the node identified 
by index 

start n=node (1) 
return n 

start r=relationship(<id>) 
return r 

returns a relationship with 
the id 

start r=relationship(0) 
return r 

start n=node({list}) 
return n 

returns a collection of 
nodes 

start n=node(1, 2, 3) 
return n 

start n=node(*) 
return n 

returns all nodes start n=node(*) 
return n 

delete delete a single node/ 
relationship/ attribute 

start n = node(4) 
delete n 

set  set an attribute on a node or 
relationship 

set n.name = 'Expert1' 

foreach allows to do updating 
commands on elements in a 
collection 

start begin = node(2), end = node(1) 
foreach(n in nodes(p) : SET n.status = 1) 

In terms of defined set of statements we can construct the subject domain model and implement 
algorithms of its processing and modification. 

Conclusion 

The main result is following. The domain-specific language for representing the graph model of the 
dynamic subject domain is developed. As a result, the description of the scene of problem solution is 
significantly simplified. Algorithms are formulated in terms of a particular domain without using 
unnecessary notations and terminologies of universal modeling languages. A limited set of elements and 
operators simplifies implementation of the required algorithms of constructing and modifying the model 
of dynamic subject domain. 
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A new model for spatio-temporal data is proposed. Statistical estimators for the model parameters are 

constructed. Statistical forecasting algorithms to predict the states for future time moments are proposed and 

their risks are evaluated. The theoretical results are illustrated in computer experiments. 

Introduction 

The models based on spatio-temporal statistical data are widely used in statistical analysis of real 
processes. They are used in meteorology, ecology, economics, medicine and other fields [1]. Statistical 
analysis and modeling spatio-temporal data is a challenging task.  There is a need to process a large 
amount of data to build adequate models. Analyzing the spatio-temporal data, often it is impossible to find 
a closed form, and it requires using big computer resources. Some models of spatio-temporal observations 
are natural generalization of the univariate time series or spatial data models. However, in order to 
construct models that adequately describe the real data new approaches are often required for modeling 
the spatial and temporal effects simultaneously. 

1. Poisson conditional autoregressive model 

Let’s introduce the notation: ( ), , F PΩ  is the probability space; N  is set of positive integers, 

0 = {0}N N ∪ ; = {1, 2, ..., }S n  is a set of spatial objects (sites), n  is a number of spatial objects; 

= {1, 2, ..., }t T∈ ℑ  is discrete time, T  is the length of observation period; , 0s tx N∈  is a discrete random 

variable at time t  at site s  (e.g., the incidence rate); ( ) { }1,2, , 1U s s S⊂ − ⊆K  is a subset of sites which 

most closely situated to the site s  ( ( )1U = ∅ ); , < ,= { : , < }s t uF x u s t Fτσ ≠ τ ⊂  is the σ -algebra 

generated by the indicated in braces random variables; , 0s tz ≥  is an observed (known) level of exogenous 

factors (e.g., enviromental pollution) at time t  at site s  which influences ,s tx ; { ( ) :1 }
k

t k Kϕ ≤ ≤  is a 

given set of K N∈  basic functions which determine a trend; { }L ξ  means the probability distribution of 

the random variable ξ ; { }E ξ  is the expectation of the random variable ξ ; ( ; )Po l λ  is the Poisson 

probability distribution with the parameter 0λ > : 
 

{ } 0( ; ) , .
!

l

P l Po l e l N
l

−λλ
ξ = = λ = ∈     (1) 

 

We construct the Poisson conditional autoregressive model for spatio-temporal data ,{ }s tx  [2]: 
 

, , < , ,{ | } = ( ; ),s t s t s t s tL x F Po x λ     (2) 
 

( ){ }( )
( )

, 1 ,1 ,1 ,1 ,1

=1

ln = ln : (1), ,
K

s s j sj j s s sk k

j U s k

x j U s b x z s S
∈

λ λ ∈ = + β + γ ϕ ∈∑ ∑  (3) 
 

( ){ }( )
( )

, , , , 1 , 1 , ,

=1

ln = ln : , ( ),

2,3, , , ,

K

s t s t j t s t s s t sj j t s s t sk k

j U s k

x j U s x a x b x z t

t T s S

− −
∈

λ λ ∈ = + + β + γ ϕ

= ∈

∑ ∑

K

 (4) 
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where ( )1 2, , , ,n

n
a a a a R′= ∈K  

( )( ) ( ) ( ) ( )
1
, , , : 1,..., ,

U s

U s

s sj sj kb b b R j U s k U s s S
′

= ∈ ∈ = ∈K , 

( )1 2, , , ,n

n
R′β = β β β ∈K  ( )1, , ,K

s s sK
R s S′γ = γ γ ∈ ∈K  are the parameters of the model. The number of 

parameters of the model is equal to ( ) ( )
1

2 .
n

s

D n K U s
=

= + +∑  

Let ( )1, 2, , 0, , , n

t t t n tX x x x N′= ∈K  be  a vector of values of observed variables for all sites at time t . 

The model (1)-(4) represents the Markov chain model of the dependence on time and on components of 

the vector 
t

X . Let ( ),1 , 0, , : 1,2,n

j j j nL l l l N j
 ′= = ∈ = 
 

K K  be an ordered set of all admissible values of 

the vector tX . Following the model (1)-(4) tX  is the nonhomogeneous Markov chain with the one-step 

transition probability matrix: 

( ) ( ( ))ijP t p t= , 

{ } ( )( ) ( ){ }( )( )1 1, 1, 1, , , , ,

2

( ) ; ; : , , 2
n

ij t j t i j t i s j s t k j s i

s

p t P X l X l Po l l Po l l k U s l t−
=

= = = = λ λ ∈ ≥∏ . 

An initial probability distribution ( )0 1, ,p p p ′= K  of the Markov chain 
tX  by (1)-(4) is defined as 

follows: 

( ) ( ){ }( )( )1 1, 1,1 , ,1 ,

2

{ } ; ; :
n

j j j s j s k j

s

p P X l Po l Po l l k U s
=

= = = λ λ ∈∏ . 

As the conditional probability distribution we use the Poisson distribution (1) with intensity ,s tλ  

which is defined by (3), (4) and depends on ( ){ }, :j tx j U s∈  and , 1s tx −  if 2,3, ,t T= K  and on 

( ){ },1 :jx j U s∈  if 1t = . 

By the Kolmogorov-Chapman formula the matrix of transition probabilities 1 2 1 2( , ) ( ( , ))ijH t t h t t= , 

2 11 2( , ) { | }ij t j t ih t t P X l X l= = =  for 2 1t t−  steps from time point 1t  to time point 2t  ( 1 2t t< ) has the form: 

1 2 1 1 2( , ) ( 1) ( 2) ( )H t t P t P t P t= + + K .    (5) 

The current probability distribution ( )0 1( ) ( ), ( ),p t p t p t ′= K , ( ) { }, 1,2,j t jp t P X l j= = = K , at time 

t  can be find using the total probability formula: 

0

( ) (1, ), ,j i ij j

i

p t p h t l L t N
∞

=

= ∈ ∈∑ .    (6) 

2. Statistical estimation of parameters 

Introduce the notation: 
( )2

( , , , )
K U s

s s s s sa b R
+ +′ ′ ′θ = β γ ∈ , 

( )
1

(2 )

1( , , )

n

s

n K U s

n R =

+ +∑
′θ = θ θ ∈K  is a  

composite vector of unknown parameters which needs to be estimated. 
Theorem 1. The log-likelihood function for the model (1)-(4) for an observed set of spatio-

temporal data { : 1, 2, ..., }tX t T=  takes the additive form: 

( )
1

( )
n

s s

s

l l
=

θ = θ∑ ,                 (7) 

( ) ( ), , , ,

1

ln ln !
T

s s s t s t s t s t

t

l x x
=

θ = −λ + λ −∑ ,                       (8) 

where ,s tλ  is defined by (3), (4). 
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To find the maximum likelihood estimators (MLE) of the parameters of the model we need to 
maximize the log-likelihood function (7), (8): 

( ) max.l
θ

θ →             (9) 
Based on the model (1)-(4) and Theorem 1 the problem (9) splits into n maximization problems: 

( ) max, .
s

s sl s S
θ

θ → ∈              (10) 

A necessary condition for a local maximum in (10) is  

( )2
( )

s s s K U s
lθ + +

∇ θ = Ο ,     (11) 

where 
( )2 K U s+ +

Ο  is a vector ( )2 K U s+ +  zero elements. 

We solve (11) numerically using the Newton iterative method which has the quadratic convergence. For 
this method the ( 1)k + th iteration has the form (  0,1, 2,k = K ):  

( ) ( )
1

( 1) ( ) 2 ( ) ( )( ) ,
s s

k k k k

s s s s s sl l
−

+
θ θθ = θ − ∇ θ ⋅∇ θ  

where ( )k

sθ  is an approximation of the MLE ˆ
sθ  on the k -th step, ( )( )

s

k

s slθ∇ θ  is the vector of the first 

order derivatives at the point ( )k

sθ , 2 ( )( )
s

k

s slθ∇ θ  is the matrix of the second order derivatives at the point 

( )k

sθ . The iterative computation stops if  ( )( )|| ||
s

k

s slθ∇ θ < ε , where 0ε ≥  is a given small quantity which 

determines the computation accuracy; in this case we take the statistic ( 1)ˆ k

s s

+θ = θ  as a solution.  

3. Statistical forecasting 

Consider the problem of forecasting of the future state 
T

X +τ  in 1τ ≥  steps ahead based on 

observations until the time t T=  inclusively: 1, ,
T

X XK . Denote forecasting statistic 

( )1
ˆ , , ;

T T
X g X X+τ τ= θK , where θ  is the vector of true values of the model (1)-(4) parameters. We 

characterize the error of forecasting of the future state 
T

X +τ  in 1τ ≥  steps ahead based on the statistic 

( )1, , ;Tg X Xτ θK  using the matrix mean square risk of forecasting [3]: 

( ) ( )( )ˆ ˆ n n

T T T T
r E X X X X R ×

+τ +τ +τ +τ

 ′τ = − − ∈ 
 

. 

Define the conditional matrix mean square risk for the forecast ˆ
TX +τ  provided that the entire prehistory 

{ }: 1, ,tX t T= K  before the moment T inclusively is known: 

( ) ( )( )1 2 1 2
ˆ ˆ, , , , :: , , , n n

c T T T T T Tr X X X E X X X X X X X R
×

+τ +τ +τ +τ

 ′τ = − − ∈ 
 

K K . (12) 

Since the fact that in the model (1)-(4) time dependence is defined only on 1 step the conditional risk (12) 

depends only on 
T

X : 

( ) ( ) ( )( )1 2
ˆ ˆ, , , , , .

c T c T T T T T T
r X X X r X E X X X X X+τ +τ +τ +τ

 ′τ = τ = − − 
 

K  

Then the unconditional risk can be calculated as follows: 

( ) ( ) ( )
0

:: { , } , { }.c T c k T k

k

r E r X r l P X l
∞

=

τ = τ = τ =∑     (13) 

Using the formula (6) of the probability distribution at time T  the formula (13) transforms to the form: 

( ) ( )
0 0

, (1, ).
c k i ik

k i

r r l p h T
∞ ∞

= =

τ = τ∑∑  

We construct the optimal forecast (1)ˆ
TX +τ  minimizing the mean square risk, the iterative forecast 

(2)ˆ
TX +τ  and the forecast (3)ˆ

TX +τ  minimizing the probability of the forecast error in case when parameters θ  of 

the model (1)-(4) are known. 
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Theorem 2. Optimal (in terms of minimum of the mean square risk) forecast by T  previous 

observations { }: 1, ,tX t T= K  for the model (1)-(4) in 1τ ≥  steps ahead has the form 

( )(1)

0

ˆ ,T j ij

j

X l h T T
∞

+τ
=

= + τ∑ ,     (14) 

where ( 1,2, )jl L j∈ = K , ( ),ijh T T + τ  can be found using (5), i  is determined by the equation 
i T

l X= . 

Corollary. Conditional mean square risk for the forecasting statistic (14) provided that the entire 

prehistory { }, 1, ,tX t T= K  is given has the following form: 

( ) ( ) ( ) ( )
1 1 2 1 2

1 2

1
0 0

, , ,
c T j j j ij ij

j j

r X l l l h T T h T T
∞ ∞

= =

′τ = − + τ + τ∑∑ . 

Since , , < , ,{ | } ( ; )s t s t s t s tL x F Po x= λ , then , , < ,{ | }s t s t s tE x F = λ . Considering this property of the Poisson 

distribution the forecast in 1τ ≥  steps ahead for the model (1)-(4) can be calculated iteratively: 

( )

(2) (2) (2) (2)

, , 1 , , , ,

=1

ˆ ˆ ˆ ˆexp ( ) , 1, , , ,
K

s T h s j T h sj j T h s s T h sk k s T s T

j U s k

x a x b x z T h h x x s S+ + − + +
∈

  
= + + β + γ ϕ + = τ = ∈ 

  
∑ ∑ K . 

Lemma. Conditional mean square risk for the forecast (2)ˆ
T

X +τ  provided that the entire prehistory 

{ }, 1, ,tX t T= K  is given has the following form: 

( ) ( ) ( )(2) (2) (2) (2)

2

0

ˆ ˆ ˆ ˆ, , , , 1,2,c T T T j j T j j T ij j

j

r X X X l l X l l X h T T l L j
∞

+τ +τ +τ +τ
=

′ ′ ′ ′τ = + − − + τ ∈ =∑ K , 

where ( )(2) (2) (2) (2)

1, 2, ,
ˆ ˆ ˆ ˆ, , , n

T T T n T
X x x x R+τ +τ +τ +τ

′= ∈K , ( ),ijh T T + τ  can be found using (5), i  is determined by the 

equation 
i T

l X= . 

Since 
tX  is the Markov chain, as in [3], as a measure of forecast accuracy we can use also the probability 

of the forecast error: 

( ) { }ˆ
T T

r P X X+τ +ττ = ≠ . 

Theorem 3. The optimal forecasting statistic minimizing the probability of the forecast error ( )r τ  is as 

follows: 

( ){ }
(3)

arg max ,
ˆ

ij
j

T h T T
X l+τ +τ

= ,     (15) 

where i  is determined by the equation 
i T

l X= . In this case the minimum of the risk is 

( ) ( ){ } { } ( ){ }
0 0 0

1 max , 1 max , (1, )ij T i ij k ki
j j

i i k

r h T T P X l h T T p h t
∞ ∞ ∞

= = =

τ = − + τ = = − + τ∑ ∑∑ . 

Note that if there is more than one maximum element in (15), then we have the equivalent forecasts 
which have the same risk. 

In case of parametric prior uncertainty we construct forecasting statistics using “the plug-in 
principle” [3]: 

( )1
ˆ, , ;T TX g X X+τ τ= θ% K , 

where θ̂  is the MLE of the parameters of the model (1)-(4) based on observations{ }1, , TX XK . 

4. Results of computer experiments 

Computer experiments are performed on simulated data. We consider the model (1)-(4) with the 

following values of parameters:   3n = ,   2K = ,   1, 2 3{ }, S = , (1)U = ∅ , (2) {1}U = , (3) {2}U = , 1( ) 1 tϕ = , 

2 ( )  t tϕ = , 0
s

β ≡ , 1   -0.1,  1.6,  -0.0( )05θ = ′ , 2   -0.2,  -0.07,  1.7,  -0( ).01θ = ′ , 3   -0.1,  -0.08,  2.1,  -0( ).01θ = ′ , 

20T = . Statistical estimators of the parameters obtained by 20T =  observations have the form: 

1
ˆ   -0.12,  1.95,  -0.0( )46θ = ′ , 2

ˆ   -0.35,  -0.03,  1.29,  -0( ).02θ = ′ , 3
ˆ   -0.08,  -0.24,  2.24,  -0.( )001θ = ′ . 
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Fig. 1 plots the dependence of the mean square error { }2ˆˆˆ || ||v E= θ − θ estimated by 1000M =  

Monte Carlo realizations, on the length T  of the observation period ( [10, 220]T ∈ ). 

 

Fig. 1. Dependence of the mean square risk on T 

Fig. 2 shows simulated data and computed “plug-in” forecasts in 5τ =  steps ahead at future time 

points {21, 22, 23, 24, 25}t ∈  for 1s = . 

 

Fig. 2. Forecasting results for the site 1s =  

Conclusion 

In this paper the Poisson conditional autoregressive model for spatio-temporal data is proposed. An 
algorithm to compute the maximum likelihood estimators for the model parameters is developed. Optimal 
forecasting statistic minimizing the mean square risk, the iterative forecasting statistic and the forecasting 
statistic minimizing the probability of the forecast error are constructed and their risks are evaluated. The 
results of computer experiments on simulated data are presented. 
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HIERARCHICAL PIXEL CLUSTERING FOR IMAGE SEGMENTATION 

 
M. Kharinov  
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e-mail: khar@iias.spb.su 

In the paper a piecewise constant image approximations of sequential number of pixel clusters or 

segments are treated. A majorizing of optimal approximation sequence by hierarchical sequence of image 

approximations is studied. Transition from pixel clustering to image segmentation by reducing of segment 

numbers in clusters is provided. Algorithms are proved by elementary formulas. 

Introduction 

The paper focuses on the domain of image segmentation by optimal approximations that minimally 

differ from the image of N  pixels in the standard deviation σ  or total squared error 2σNE = . Although 
related approaches, namely Otsu methods [1, 2], K-means method [3] and Mumford-Shah model [4–7] 
have a long history, the opportunities of minimizing of the total squared error E  are far from being 
exhausted, especially, in the task of multiple optimization for each number of pixel clusters or, in 
particular, connected image segments. In this task Otsu's multi-thresholding [2] provides an accurate but 
incomplete solution for clustering of pixels. Mumford-Shah model [4–7] provides a complete sequence of 
image partitions into each number of segments, but minimizing effect is poor. K-means method for image 
segmentation is too heuristic to provide any of mentioned two requirements, but it can be advanced for 
application in conjunction with Otsu method and Mumford-Shah model [8]. 

To solve the task of multiple optimization without any difficulties we use a special data structure of 
Sleator-Tarjan dynamic trees [9] that essentially optimizes the computing, but does not affect the obvious 
meaning of algorithms. Therefore, to avoid the cumbersome details of implementation, here we address 
rather to motivation of solutions and do not dwell on the software that supports the fast generation, storing 
in the available RAM and effective transformations of pixel clusters in a computer memory. 

To substantiate the study of segmentation results without appealing to the subsequent detection of a 
priori specified objects, we have calculated the optimal and nearly optimal approximations for the 
simplest examples of real images [10]. These proved important for the formulation of the problem caused 
by two challenges. 

1. Problem statement 

The first challenge is that a sequence of optimal image approximations in general case is not 
hierarchical [10]. But just hierarchical sequence of approximations is quite accessible for computational 
optimization. Therefore, there arises the problem of majorizing of none-hierarchical optimal 
approximation sequence by quasioptimal hierarchical sequence of approximations, which don't 
significantly differ from the optimal ones in total squared error E  or standard deviation σ . 

The second challenge is illustrated by two-level approximations in fig. 1. 
Leftmost in fig.1 is the original image, central is the optimal approximation with two intensities 

obtained by conventional Otsu method, providing the minimum of standard deviation of approximation 
from the image. Rightmost is the nearly optimal approximation of original image by two segments. The 
values of standard deviation are written under the approximations. 

Comparing the two approximations in fig. 1, it is easy to notice that in nearly optimal 
approximation the segments of optimal approximation are connected to each other by natural or artificial 
coupling elements one pixel wide. The calculations of such coupling elements are unstable. With 
increasing intensity resolution the contribution of coupling elements in the total squared error tends to 
zero. Then, none-literal “virtual” coupling elements turn out to be preferable, and we come to utilization 
of pixel clusters instead of less general connected segments. 
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                                                                                          σ= 30.646                                      σ= 31.603 

 

Fig. 1. Two-level optimal and nearly optimal approximations of the standard Lenna image 

In this case, the problem is to obtain the complete sequence of the quasioptimal image 
approximations by pixel clusters with a limited number of segments. The decisive argument to treat 
clusters of connected and disconnected pixels instead of less common connected segments consists in that 
for clusters, besides a sole merging operation, two additional operations, which don't cause withdrawal 
from their sets, are introduced. 

2. Elementary formulas for total squared error minimizing 

To optimize image approximations by the total squared error E  or standard deviation σ , we use 
three operations with pixel clusters, namely, merging, splitting and correction, described by the following 
formulas. 

Let 1I  and 2I  be the average intensities for clusters 1 and 2 , respectively. Let 1n  be the number of 

pixels in the cluster 1 and 2n  be the number of pixels in the cluster 2 . Then the increment mergeE∆  of the 

total squared error E  caused by the merging of specified clusters along with reduction of the number of 
clusters per unit is given by the formula: 

 

( )
2

1 2

1 2

0 .
1 1merge

I I
E

n n

−
∆ = ≥

+

          (1) 

 

Just the increment mergeE∆  is minimized in the version [4] of Mumford-Shah model [5], however, in 

application to connected segments. In the version [6], the appropriate formula differs by an additive term, 
and in FLSA version [7] by a multiplicative factor to take into account the total length of the boundaries 
between the segments (clusters of connected pixels).  

Let's write down the formula for splitting of the cluster 1 , when its 1nk <  pixels with average 

intensity I  initiate a new cluster. In this case, the cluster 1  is split into two clusters of k  and 

complementary kn −1  pixels, and cluster splitting is accompanied with increase of the cluster number per 

unit along with a non-positive increment splitE∆  of the total squared error:  

 

( )
2

1

1

0.
1 1split

I I
E

k n

−
∆ = − ≤

−

         (2) 

 

For cluster splitting it is important that in (2) a predetermined set of pixel clusters is expected, which 
obtained, say, by cluster merging using (1). So, the extended set of clusters is taken into account when 
splitting. Another feature of algorithms based on the formula (2), is the update of the hierarchy of clusters, 
which is performed for each of the nested clusters, treated both as the individual images.  

The composition of splitting and merging of clusters induces a correction operation without changing the 

number of clusters, which is accompanied with an increment correctE∆  of the total squared error:  

Coupling elements 
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( ) ( )

1

2

1

2

2

2

1111

nk

II

nk

II
Ecorrect

−

−
−

+

−
=∆ ,     (3) 

 

where the negative term in (3) describes the increment of the total squared error E , caused by converting of 
k  pixels from cluster 1  into a separate cluster, and the first term in (3) describes the increment of E  caused 
by merging of the initiated cluster with the cluster 2 , in accordance with (1) and (2). 

A notable feature of (3) is that by its simplifying the method K-means is derived [8]. Applying (3) 
precisely, we have proposed for the clustering of pixel sets a more accurate method [10], which provides a 
calculation of a complete sequence of optimal image approximations that are treated in multi-threshold Otsu 
method [2]. Another feature of formula interpretation in this paper is the application of (3) for generation of 
a hierarchy of pixel clusters, unlike overlapping partitioning, as in [8, 10]. 

3. Quasioptimal image approximations 

To produce the sequences of quasioptimal approximations, we follow the principle of dichotomous 
division of the cluster into two subclusters independently of the others, treating each cluster as a separate 
image. In this way the splitting of non-uniform clusters containing the different pixels is performed, while 
clusters of all identical pixels are treated as indivisible or elementary. To avoid analysis of cluster 
repetitions the computation of hierarchical sequence of quasioptimal image approximations, containing 
1, 2, 3, ... clusters of pixels, is performed in two stages. At the first stage so called “compact” invariant 
representation, which specifies the sequence of partitions of the image pixels into 1, 2, 4, 8 ... clusters, is 
calculated. At the second stage, a compact representation is expanded into a sequence of approximations 
with successively increasing numbers of clusters, so as to provide the maximal decrease of the total 
squared error E  or standard deviation σ . 

In an obvious way the sequence of quasioptimal image approximations is obtained by splitting of 
the non-uniform clusters according to conventional histogram Otsu method [2], wherein the threshold 
intensity value is found using exhaustive search, from the condition of maximum decrease of the total 
squared error E . 

In a more complicated algorithm, the quasioptimal approximations are generated according to the 
formula (2), using a hierarchy of clusters that previously generated in bottom-up strategy by brute-force 
implementation of formula (1) for the minimizing of total squared error E  over all pairs of clusters. As 
we have established experimentally, the results of calculations according (1) and (2) coincide with each 
other. Moreover, the equivalent hierarchy of pixel clusters can be generated in the simplest algorithm 
[11], if we exchange the heuristic criterion [11] of merging of successive histogram bins by criterion 

min=∆ mergeE , where mergeE∆  is detailed in (1). 

Characteristic feature of optimal and quasioptimal image approximations with ...4,3,2,1=g  

number of pixel clusters is that the corresponding sequence gEEE ≥≥≥ ...,,21  of values of the total 

squared error E  is convex: 

1...,,3,2,
2

11 −=
+

≤ +− gi
EE

E ii
i .     (4) 

Convexity property (4) holds also for a compact sequence of quasioptimal image approximations with 

...8,4,2,1=g  clusters. Thus, the quasioptimal approximations preserve a convexity property of the 

optimal image approximations. 

Fig. 2 shows the image approximations with two, three and four pixel clusters, visualized by the 
same number of average intensities. Comparing fig. 2 with fig. 1, it is easy to notice the visual difference 
between two types of quasioptimal approximations that is less expressed in E  or σ  values. 

4. Correcting of image approximations by segment number 

The main limitation of quasioptimal approximations fig. 2 in image segmentation task is a sharp 
increase in the number of connected segments with increasing number of pixel clusters. However, this 
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limitation is overcome due to the reducing of the number of segments in the image approximation that is 
performed as an additional step in algorithm of generation of quasioptimal approximations by cluster 
splitting into two subclusters. 

 

   

Fig. 2. Quasioptimal image approximations with 2, 3, 4 pixel clusters 

Reducing the number of segments is performed by reclassifying pixels of non-isolated segment 
from donor subcluster to the acceptor subcluster that are selected to minimize the increment of the total 

squared error min=∆ correctE , where correctE∆  is detailed in (3). 

Fig. 3 illustrates the quality σ  of approximations of the standard image, depending on the number 

of clusters g  shown in the range from one to one thousand. 
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Fig. 3. Standard deviation σ depending on the number of clusters g (logarithmic scale) 

In fig. 3 the pairs of intertwining solid curves describe the sequence of approximations obtained by top-
down clustering according Otsu method and bottom-up clustering by iterative merging. Lower boundary dotted 
curve marks the optimal approximations with successive number of pixel clusters. The pair of almost merged 
solid curves just above this dashed curve describes two majorizing sequences of quasioptimal image 
approximations. Upper dashed curve describes image approximations with successive number of connected 
segments according to FLSA version [7] of Mumford-Shah model, and just below dashed curve corresponds to 
the version [4] of Mumford-Shah model [5]. 

The uppermost pair of intertwined solid curves describes the sequence of approximations obtained 
in discussed bottom-up and top-down algorithms, along with the reduction of the number of segments in 
each subcluster to one. In this case the sequence of image approximation with sequential number of 
segments is generated, as in the Mumford-Shah model. Intermediate pair of bold curves describes a 
sequence of approximations obtained by reduction of the number of segments, which terminates under 
certain stopping condition. In discussed particular case a uniqueness of average intensity of each segment 
was treated as a stopping condition that causes three-five times reduction in the segment number, 
compared to quasioptimal approximations. For a variety of stopping conditions the area between the 
curves in fig. 3 becomes available that extends the capabilities of image segmentation via pixel clustering. 

g 

σ 
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Conclusion 

Thus, the quasioptimal image approximations fig. 2 may be reproduced by the histogram algorithm 
[11], wherein the «distance between the clusters», i.e. the product of intra-class and inter-class variances, 

is to be replaced by mergeE∆  from (1)2. As we have established experimentally, this algorithm provides the 

minimization, which remains valid for the general case of merging of any cluster pairs. Along the way, we 
have created software for the joint analysis of global and local pixel features, which came in handy to 
develop a clustering method by reduction of the number of segments. 

It should be noted that in addition to the availability of computing, the quasioptimal image 
approximations have one more remarkable advantage, compared to optimal approximations. Concretely, 
the quasioptimal approximations are easily converted into invariant image representations [12] that don't 
depend on the linear transformations of pixel intensities. This topic should be discussed in the following 
papers. 
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The processes of deformation and destruction of finite-thickness targets during the high-velocity 

interaction with a group of compact impactors were experimentally investigated and numerically simulated. 

Three-dimensional computations with the use of the finite-element method were performed within the 

framework of an elastoplastic model of the medium. The final stages of the formation of through holes were 

simulated using complete destruction criteria. Simple criteria for estimating the mutual influence of the 

impactors and the character of destruction of the target at various incidence angles and distances between the 

impactors were obtained. Peculiarities of image analysis in the problem of high-velocity interaction were 

mentioned. 

Introduction 

The mathematical simulation of physical interaction between targets and a group of variously sized 
particles imitating a stream of technogenic fragments in near space is a promising method of gaining 
reliable data about the dynamics of the total process of a group impact and its consequences [1-5]. The 
comprehensive experimental and theoretical analysis of this complicated problem must involve the 
following components: the development of methods and devices for the launching of a group of particles 
under laboratory conditions in air and in vacuum, the experimental investigation of an impact of particles 
with targets and its consequences for protected samples, and numerical simulation with development of an 
adequate closed procedure for computation of the impact of a group of fragments with targets imitating 
the protection of space equipment and directly with the space-apparatus construction. 

1. Launching of a Group of Particles  

Among a large variety of possible systems of controlled launching of a fragment stream under 
laboratory conditions, assemblies using the aerodynamic principle of the step-by-step separation of a 
launched construction are of considerable interest, because they require no additional power supplies 
to provide a given orientation of fragments in the group. In this case, it is necessary to organize the 
process of separation of various trays and leading facilities in a possibly short time interval. 

In this study, we use the launching of a group of particles (from 2 to 12) in air on the basis of the 
separation of compound systems which were composed of identical bodies sequentially so that their 
longitudinal axes coincided or were parallel to each other and to the longitudinal axis of the whole system. 
In this case, we provided the process of the directed ejection of fragments from a container under the 
action of aerodynamic forces. 

Fig. 1, 2 show shadow photographs for the motion of four and six spherical bodies, respectively, 
at the Mach number M = 3.3. The spatial positions of the particles corresponded to their primary 
arrangement in the container, where four particles were disposed in the vertices of a regular quadrangle 
and six particles were arranged as two identical triples at the container ends, i.e., formed a “dumb-bell”.  
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Fig. 1. Shadow photograph of the motion of a groups of four spherical particles 

 

Fig. 2. Shadow photograph of the motion of a groups of six spherical particles 

2. Experimental Investigation 

The experimental investigations of the processes of interaction in the groups of bodies were carried 
out in a light-gas ballistic installation with subsequent analysis of the preserved specimens. The first series 
of the tests was aimed at the evaluation of the spall area in obstacles of finite thickness depending on the 
density of the uniform flow of high-speed impactors. As impactors, we used steel balls. The total number 
of balls in the flow varied from 2 to 7. We used four types of balls were with diameters of 3, 4, 6, and 8 
mm and masses of 0.11, 0.26, 0.88, and 2.1 g, respectively. The initial velocity of the impactors was 
chosen close to 3000 m/s. At these velocities, all materials undergo fracture and we observe the formation 
of shock waves and multiple spall phenomena. In all tests, the role of targets was played by steel plates 6, 
8, and 10 mm in thickness. 
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In fig. 3, we present the experimentally obtained views of the back side of an 8-mm-thick obstacles 
after the frontal collision of three and four impactors 6 mm in diameter at an initial velocity of 2873 m/s. 
The effect of the mutual influence of the processes of penetration of each impactors on the fracture of the 
obstacle strongly depends on the initial distances between the strikers. In the last case, we observe the 
formation of a region of back-side spall common for all four impactors. The first three through holes in 
the obstacle merge into a single hole but the last through hole formed by the right impactor remains 
isolated. 

 

 

 

Fig. 3. Back-side views of the obstacles after the impact of groups of three and four elements 

In the second series of the tests, we studied the variations of the total mass of back-side spall in the 
obstacle for a constant total mass of homogeneous impactors in the flow set equal to 20 g. As a reference 
case, we used the case of a single impactor with a mass of 20 g. The thickness of the obstacle was equal to 
10 mm and the initial impact velocity was equal to 3000 m/s. The mass of spall (the ratio of the total mass 
of the spall fragments to the initial mass of the impactors) significantly increases with the number of 
impactors in the flow. This effect is close to the effect observed in the case of transition from a striker of 
compact shape to a striker in the form of a plate of equivalent mass. Since, in the case of a plate, the initial 
area of contact with the obstacle is larger, the greater fraction of the kinetic energy of the plate is spent for 
the spall fracture of the obstacle, rather than for the formation of a through hole in the target and the 
residual velocity of flow behind the obstacle. In the case where the role of spall fracture is predominant, a 
simple procedure of fragmentation of the initial high-speed impactor results in a strong intensification of 
the effect of spall fracture in the obstacle. 

3. Numerical Simulation 

To numerically simulate high-velocity loading, we used a damageable-medium model that 
postulates the existence of microcavities (pores and cracks). The total volume of the medium was 
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assumed to be composed of the compact component and microcavities (the density of which is set equal to 
zero). The system of equations describing the nonstationary adiabatic movement of the medium (for both 
elastic and plastic deformation) with consideration given to the evolution of microdefects was composed 
of the equations of conservation of mass, momentum, and energy [6]. 

 

 

 
Fig. 4. Configurations of a group of four impactors at various instants of time: 0, 8, 20 µs  

Expansion-caused destruction was simulated using a kinetic model of active-type spall damage, 
which describes the growth and collapse of pores, processes that determine the time evolution of the 
properties of the material and the relaxation of stresses. The criterion of shear-induced destruction, which 
occurs in the region of intense interaction and deformation of impactors brought in contact, was the 
critical specific energy of shear deformation. The pressure in an undamaged substance is a function of the 
specific volume and specific internal energy; it is calculated using a Mie–Grüneisen-type equation of 
state, the coefficients of which are determined from the parameters of the Hugoniot curve.  

The governing equations establish a relationship between the components of the stress deviator 
tensor and the deformation rate tensor and include the Yauman derivative. To describe the characteristics 
of plastic deformations, we used the Mises yield criterion. The strength characteristics of the medium (the 
shear modulus and dynamic yield point) depend on the temperature and extent of damage of the material.  

We considered the problem of interaction of a group of identical cylindrical impactors (two to four) 
with a finite-thickness target. The centre-of-mass velocity vectors of the impactors before interaction 
coincided with their symmetry axes and were directed perpendicularly or at an angle to the face surface of 
the target. The initial conditions ensured that no internal stresses existed in the sample before interaction 
and that no forces were applied to the free surfaces; the conditions of sliding were assumed to exist at the 
interface between the impactors and the target. The finite-element relationships were used to solve the 
problem [7]. 
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Fig. 5. Numerically simulated shape of the rear side of the target after the interaction with a group of four impactors  

We simulated the interaction of compact cylindrical impactors, 6 mm in diameter and in height, 
with an 8-mm-thick target. The initial velocity of the impactor was 2690 m/s. The impactors and target 
were made of steel. Figure 4 shows typical chronograms of the penetration of a group of four impactors 
into the target incident along the normal to the surface. 

Fig. 5 shows the computed shape of the rear side of the target for the problem under consideration. 
In this case, the initial distances between the impactors were such that the interaction with a group of four 
impactors produced a nearly elliptic rear spall region common for all the four impactors. The three 
through holes in the target produced by the three impactors closest to each other merge, while the hole 
produced by the fourth (more remote) impactor remains isolated.  

Table 

Results of interaction of a group of impactors with a target 

 
The numerical simulation of concluding stages of the process of high-velocity interaction, 

accompanied by considerable plastic deformations and destruction, becomes necessary when one 
describes the impact of a group of particles taking place at different times, the initial stage of contact of 
the last particle with the barrier being coincident with concluding stages of interaction for the first 
particle. As criteria of complete destruction we have used in this paper the critical value of the specific 
volume of micro damages and the critical value of the specific energy of shear deformations. 
The behaviour of destructed material was not further simulated in numerical calculations. The results 
obtained are in close agreement with the relevant experimental data (fig. 3). 

Results of interaction of a group of impactors with a target are shown in the table. The results 
obtained can be used to formulate simple criteria for estimating the degree of mutual influence of the 
impactors and for elucidating the character of target destruction. 

Conclusion 

The developed procedures and facilities are well suited for the laboratory simulation of the 
launching and the following action of a fragment debris (with a given distribution of particles in the flow 
over front and depth) on objects of space equipment. 

Initial distance between 
the impactors 

Incidence angle Result of interaction 

2d0 0°–30° 

1.5–3.5d0 60° 

Combined region of spall damages; joint through hole in 
the target 

3–3.5d0 0°–30° 

4.5d0 60° 

Interaction of spall regions in the target between the 
impactors; the formation of additional regions of defects; 
isolated through hole in the target 

>4.5d0 0°–30° Independent action of each impactor 
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The final stages of the formation of through holes were simulated with the use of complete 
destruction criteria. Criteria for estimating the mutual influence of the impactors and the character of 
destruction of the target at incidence angles of from 0° to 60° and distances between the impactors of from 
1.5 to 5.0 impactor diameters were obtained. 

There are difficulties in image analysis of both experimental investigations and numerical 
simulations. In the first case the problem is in the high rate of the process, in the latter case the problem is 
in 3D computations and a lot of numerical nodes. 

This work was supported by the Russian Foundation for Basic Research (project no. 13-08-00509). 
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The present paper discusses digital filter banks in the context of wideband radio monitoring tasks 

including DFT-modulated filter banks and the weighted overlap-add (WOLA) algorithm. Filter bank software-

hardware implementations are considered on the basis of Central Processing Unit (CPU) and Compute 

Unified Device Architecture (CUDA) with the use of Graphics Processing Unit (GPU). The main filter bank 

forms are studied and compared by their execution time in MATLAB. It is shown that CUDA technology is 

efficient for processing large datasets and outperforms computation results on CPU. 

Introduction 

The term “monitoring” is determined as a set of operations for systematic and continual information 
collection about various parameters of a complex object or process [1–3]. Monitoring usually involves 
tracking condition of the main system parameters and deviation search in these parameters for subsequent 
information processing and decision-making. 

There are many crucial applications of wideband monitoring. Related tasks are encountered in 
vibration processing, radio wave propagation, hydroacoustics, biomedicine, geophysics, ecology, etc. In 
the paper we will focus our attention on radio monitoring and signal processing by digital filter banks 
(henceforth referred to as filter banks). 

1. Radio monitoring 

At present radio monitoring is frequently applied to communication control, radar, information 
interception and protection, target detection, etc., which are conducted by civil and military departments 
in real time in a wide frequency band (as a rule, extending from zero to several GHz [3]). On the air there 
are usually a large number of various radiations to be traced and registered in real-time with the least 
possible energy losses. 

Radio monitoring includes signal detection, signal denoising (noise removal), signal classification, 
direction-finding, estimation of the carrier frequency, phase, delay, etc. 

The most substantial requirements to existing radio monitoring systems are listed below: 
1) accurate mathematical and software tools for signal detection and direction-finding; 
2) anti-interference hardware-software tools with low hardware costs for signal detection, 

classification, demodulation, and decoding. 
The main requirement, though, is the ability to function properly in real-time. This inevitably leads 

to increasing the rate and extent of calculations and, hence, dramatic rise in hardware costs and 
computational resources, which might prove to be very expensive. Such hardware and software 
complexes are based on digital signal processing and, in particular, digital filtering techniques. 

Monitoring is usually performed by multichannel systems [4–6]. One possible solution is the 
application of the discrete Fourier transform (DFT) [6, 7]. However, modulations and their combinations 
(e.g., amplitude and frequency modulations) often make DFT-based techniques unsatisfactory for further 
signal analysis [6]. For this reason filter banks were offered [4–6] – parallel structures for multichannel 
signal processing. Filter banks have many parallel channels and allow us to perform time-frequency 
analysis of all frequency bands simultaneously. 

2. Filter banks. DFT-modulated filter banks 

A DFT-modulated filter bank (including analysis filter bank and synthesis filter bank) [4–6] is 
based on one low-frequency prototype filter (LF-prototype filter) with finite impulse response (FIR-filter) 
and passband defining the bandwidth of each channel. This filter can be designed with the help of 
conventional techniques such as the windowing and Chebyshev methods [7–10]. Sub-band processing (in 
each frequency band) normally includes denoising, demodulation, amplification, filtering, spectral 
analysis, time-frequency analysis, etc. 
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Consider MATLAB simulation of a DFT-modulated filter bank with the following parameters: 
number of channels: 32=K ; sampling rate: 100=sF  kHz; channel bandwidth (two-sided): 3125∆ =f  

Hz (this bandwidth is nearly the same as the telephone channel bandwidth). There are three main 
implementations of uniform filter banks [6] explored in the paper: direct form with full modulation (direct 

form); critically decimated polyphase form, and resampled polyphase form. 
LF-prototype filter was designed by the windowing method with Kaiser window and the following 

parameters: filter length: 6245=hN ; Kaiser window parameter: β=12.25; bandwidth (one-sided): 1563 

Hz; shape factor: 1.24; signal suppression (on passband edge): 1 dB; signal suppression (on stopband 

edge): 120 dB; passband flatness: 0.5 dB. 

Experimental research was based on processing a multiharmonic signal ( )x n  consisting of 8 (eight) 

harmonics, whose amplitudes iA  and frequencies if  (in Hz) change as ( 1)= +iA i ; 

250( 1), 0, 1, ..., 7= + =if i i . Signal length is 510=N  and signal-to-noise ratio (SNR) is 5 dB. The model 

of ( )x n  can be presented as 
 

( ) [ ]
7

0

cos 2 250( 1) ( ), 0, 1

=

= π⋅ + + = −∑ i

i

x n A i n e n n N ,   (1) 

 

where ( )e n  is additive Gaussian noise. Model (1) corresponds to real signals occurring in radio monitoring 

tasks and can therefore be used for experiments. In fig.1 there are plots of DFT computed for sub-band 
signals in channel 1 (fig.1, on the left – the interval [0…1600] Hz is shown) and channel 2 (fig. 1, on the 
right – the interval [1500…5000] Hz is shown), respectively. 
 

 

Fig. 1. Illustration of signal decomposition by a DFT-modulated filter bank (SNR = 5 dB) 

As can be seen from fig. 1, the designed DFT-modulated filter bank makes it possible to separate 
harmonics in two adjacent channels for subsequent detection by thresholding or other techniques. 

3. WOLA algorithm 

A high-order LF-prototype filter is not effective since linear convolution is performed in each 
channel when the sampling rate is large (due to wideband monitoring), which results in high 
computational costs for real-time signal processing. Therefore it is necessary to reduce the sampling rate, 
for instance, by choosing a polyphase structure [6]. 

One of the ways of implementing a polyphase filter bank is the WOLA algorithm [6]. WOLA [6] 
implements a polyphase filter bank in terms of block-by-block analysis (the original signal is split into 
blocks) and WOLA is identical to the polyphase filter bank in the case of critical decimation =M K , 
where M  is the decimating factor of the input signal ( )x n . 

WOLA-analysis consists of several steps: 

1) weighting the m -th block by the analysis window: ( ) ( ) ( )− +=my r h r x r mM , where ( )h n  is the 

impulse response of a LF-prototype filter; 

2) splitting the block ( )
my r  into overlapping segments of length K  and accumulating these 

segments in order to find ( )
mx r : ( ) ( );m m

l

x r y r lK
∞

=−∞

+= ∑  

3) calculation of ( ) ( ){ }ˆ =k mX m DFT x r  and ( ) ( )ˆ .−= kmM
k k kX m X m W  



 
116 

For the next block ( )1m +  the window is shifted by M  samples and a new segment of length hN  is 

processed. The synthesis algorithm (WOLA-synthesis) is inverse to WOLA-analysis [6]. 

In fig. 2 there is a plot showing the false-alarm probability and the correct detection probability 
versus SNR.  

 

Fig. 2. False-alarm probability (on the left) and correct detection probability (on the right) versus SNR 

The analysis of fig. 2 illustrates that for 15 dB≥ −SNR  the false-alarm probability tends to 0 (zero) 

and the correct detection probability tends to 1 (one). Smaller SNR values ( 15 dB< −SNR ) lead to 

unsatisfactory signal detection results in filter bank channels. 

4. Software-hardware implementation of a DFT-modulated filter bank and WOLA 

The main factor of filter bank implementation that affects computational complexity is a LF-prototype 
filter. LF-prototype order mainly depends on its shape factor, passband flatness, and channel bandwidth. 
Thus, it is necessary to design effective FIR-filters using the minimum computational complexity criterion 
for reducing hardware and software costs and accelerating signal analysis by filter banks (various 
implementation forms). 
Software implementations of a DFT-modulated filter bank and the WOLA-algorithm have been 
performed in MATLAB using Signal Processing Toolbox, Statistics Toolbox, and MATLAB Profiler (for 
estimating the execution time for all the algorithms under study). 
Experiments were done on a computer with CPU - Intel Core i7-3630QM 2.4 GHz; RAM – DDR3 16 GB; 
OS – Windows 7 64 bits; video card - NVidia GeForce GT650M (384 core GPU, graphic base frequency 
850 MHz, and video card memory 2 Gb). Below there are some examples showing the execution time for 

different implementation forms ( 510=N , 32= =M K , and 6245=hN ). The same signal (1) was used as 

in sections 2 and 3. 
1) The direct implementation form takes nearly 15 sec. for an analysis filter bank and 21 sec. for a 
synthesis filter bank, which might not satisfy real-time requirements.  
In order to reduce the execution time it is possible to employ MATLAB functions that execute fast 
convolution (for time-consuming digital filtering) using the fast Fourier transform. Application of such 
functions has led to the following results: nearly 0.68 sec. – for an analysis filter bank and 0.75 sec. – for a 
synthesis filter bank, which is much better for real-time computations. 
Time costs can be reduced more significantly if we use parallel computing by occupying several CPU 
cores (1 core is used by default, but we distributed computations among 4 cores). When the number of 

channels is large ( 300>K ) and long datasets are processed ( 610>N ), parallel computing makes 
computations nearly 3.8 times faster. However, if the number of channels is smaller, parallel computing 
does not always lead to such a substantial gain. 
2) The polyphase implementation form has proved to be the fastest with the execution time equal to nearly 
0.008 sec. for an analysis filter bank and 0.008 sec. for a synthesis filter bank (for critical decimation the 
lengths of polyphase filters and filtered signals are K  times smaller than N ). 

3) As regards WOLA, nearly 0.18 sec. were needed for WOLA-analysis and 1.25 sec. – for WOLA-
synthesis. WOLA-synthesis operates slightly longer than WOLA-analysis because it requires periodic 
extension [6] during its fulfilment. WOLA running time mostly depends on hN  and this time normally 

exceeds that for a polyphase filter bank. 

In fig. 3 there are results of execution time estimation for different N  (from 510=N  to 610=N ) and 
different implementation forms (direct form, polyphase form, and WOLA algorithm). 
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Fig. 3. Execution time for an analysis filter bank (on the left) and a synthesis filter bank (on the right) versus N  

(1 – polyphase implementation form; 2 – WOLA algorithm; 3 – direct implementation form) 

 
Thus, the results for WOLA are better than those for the direct implementation form, but still yield to 
those provided by the polyphase implementation form (for an analysis filter bank, which is applied more 
often in radio monitoring tasks than a synthesis filter bank). 
Filter banks are directed at parallel signal processing and therefore it is most reasonable to choose parallel 
structures for hardware implementation. Among such structures are field-programmable gate arrays 
(FPGA) and computation devices based on CUDA [11]. CUDA implies using GPU for handling non-
graphical tasks. 
The outcome of the filter bank implementations is given in tables 1-3. The first column indicates data size 
(in samples and Mbytes), the second column contains execution time for GPU without data transfer (from 
RAM to video card memory and the other way round); the third column contains the same information as 
the second column, but includes time for data transfer (from RAM to video card memory and the other 
way round); the fourth column indicates execution time for CPU. 

Table 1 
Execution time using CPU and CUDA for the direct implementation form 

Data size  
(samples / Mb) 

CUDA without data transfer 
(time), ms 

CUDA with data transfer 
(time), ms 

CPU (time), ms 

3000000 / 11 1443 1658 260542 

8000000 / 30 3759 4334 680000 

16000000 / 61 6752 7902 1360000 

30000000 / 114 11937 14093 2550000 

Table 2 

Execution time using CPU and CUDA for the critically decimated polyphase implementation form and WOLA-algorithm 

Data size  
(samples / Mb) 

CUDA without data transfer 
(time), ms 

CUDA with data transfer 
(time), ms 

CPU (time), ms 

3000000 / 11 293 508 46931 

8000000 / 30 320 895 122656 

16000000 / 61 346 1496 246834 

30000000 / 114 437 2593 459354 

Table 3 
Execution time using CPU and CUDA for the resampled polyphase implementation form 

Data size  
(samples / Mb) 

CUDA without data transfer 
(time), ms 

CUDA with data transfer 
(time), ms 

CPU (time), ms 

3000000 / 11 388 603 80406 

8000000 / 30 492 1067 215469 

16000000 / 61 721 1871 435744 

30000000 / 114 1102 3258 817088 

Detailed analysis of tables 1-3 leads to the following conclusions: 

− application of CUDA provides significant reduction in execution time (reduction in computational 
costs) in comparison with CPU; 

− polyphase implementation form is the least time-consuming, whereas direct implementation form 
is the most time-consuming among the three different forms studied in the paper; 

− increasing data size leads to a rise in the difference between execution times for CUDA and CPU; 
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− data transfer time is nearly half of total processing time for CUDA, which means that further 
improvements of CUDA have to be developed and tested; 

− CUDA makes it possible to reduce hardware costs and implement more complicated 
computational algorithms of signal processing. 

Conclusion 

We have considered different forms of a DFT-modulated filter bank and the WOLA algorithm in 
wideband radio monitoring tasks. Filter bank implementations were compared and CUDA made it 
possible to dramatically reduce processing time. The paper was prepared in SPbETU and is supported by 
the grant of the Russian Foundation for Basic Research ("My first grant") № 14-07-31250/14 and 
Contract № 02.G25.31.0058 dated 12.02.2013 (Board of Education of Russia). 
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This paper is proposed a structural solution forward discrete cosine transform (DCT) and inverse 

(IDCT) as a single computing system module for lossless data compression scheme. Ladder structures are used 

for data compression lossless mode or perfect reconstruction. One step of ladder structure is consisted of blocks  

DCT and IDCT. 

Introduction 

Nowadays, portable multimedia real-time systems are widely used. This systems are used 
standard for video, audio and images compression, such as H.261/3/4/5, MPEG-1/2/4 and JPEG. The 
core of these standards is the discrete cosine transform DCT-I, -II, -III, -VIII-type. Expediency lossless 
image compression associated with the need unbiased information processing applications such as 
image processing with satellites, unmanned aerial vehicles boards , medical images. Such an encoding 
with lossless mode has already in JPEG2000 and HD Photo (JPEG-XR), etc. However, existing 
implemented technology [1, 2] such as JPEG2000, JPEG-XR can't replace the JPEG standard, because 
various electronics devices and software are widely supported format JPEG. This means that lossless 
image encoding must be compatible to the parameters and characteristics with JPEG standard. 

1. Mathematical description lossless scheme coding  

For perfect reconstruction will use a ladder structure are proposed in [3], one of the properties 
which is a full data recovery (fig. 1).  

  
a)      b) 

Fig. 1. Ladder structure of lossless coding (white circles represent rounding operations):  
a) forward transform, b) inverse transform [3] 

Mathematical description of the forward (fig. 1, a) and inverse (fig. 1, b) transform block ladder is 
following [3]: 
 

;            (1) 

 

           (2) 

 

Forward and inverse DCT, which are described as DCT-II and DCT-III type respectively, calculated using 
the following formulas:  
 

  (3) 

 

where – matrix forward DCT or DCT-II type,  – 

matrix inverse DCT or DCT-III type,  – number of columns,  – number of rows, . 



 
120 

2. Hardware module of calculating DCT-IDCT 

This system (fig. 1) is acceptable to use any existing implementation of the DCT image encoding. 
In order to implement this system (fig. 1) need to connect three consecutive DCT processor that requires a 
lot of hardware costs FPGA. Therefore, it is advisable to combine the DCT and IDCT in one module. The 
implementation of DCT blocks and IDCT for lossless scheme is proposed to use the universal module 
(fig. 2), which allows us to compute the DCT and IDCT either simultaneously or sequentially in different 
modes. 
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Fig. 2. Architecture of module calculating DCT-IDCT 

Encode/decode images are used 2-D (two-dimensional) DCT dimension 8x8.  Calculation is made 
first with respect to the rows (1-D (one-dimensional) DCT), while maintaining the intermediate results in 
the memory (RAM), and then by column (2-D DCT) as for the forward and inverse DCT. In lossless 
mode calculation is done according to the scheme 2-D DCT /2-D IDCT/2-D DCT (Fig. 2) in three cycles. 
Vector of input and output values is as follows, respectively: 

,   (4) 

Using the symmetry property of DCT, prepare the data according to the formula:  
 

, ,           (5) 

        
                                 a)           b) 

Fig. 3. Architecture of a) data pre-processing, b) data post-processing 

Data pre-processing module are used (fig. 3, a) for calculating values of the vectors a and b. Input 
values are provided through multiplexers to the buffer memory, further through the adder-subtractor data 
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receives to the demultiplexer, where they are divided into even and odd parts forward DCT. Also input to 
this module already is served the calculated values from the previous cycle Z0-Z7,  that accumulate in the 
buffer (LIFO Buffers) and also further broken down into even and odd parts (fig. 3, a). A similar situation 
occurs in the post-processing module. Values of the vectors a and b are summed or subtracted according 
to the formula (5), accumulated in the buffer , re-formed in order and the resulting values of x comes into 
RAM for further calculations, and Z0-Z7 reordered in the desired sequence of output values (fig. 3, b).  

3. Module of even and odd parts of DCT-IDCT based on distributed arithmetic  

After pre-processing, the data arrives in calculation module of the even and odd DCT and IDCT.  
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Fig. 4. Architecture of the module even DCT-IDCT 

Even part of the direct and inverse DCT is expressed by the formulas:  

;      (6) 

 

, ,  (7) 

 

where  – constant coefficients of DCT and IDCT. The structure of the even part of the 

DCT-IDCT is presented fig. 4, which consists of three parts according to the formulas (6, 7): 

− pre-computation values of multiplicand, which consists of an adder-subtractor and two 

sets of registers where pre-calculated values or input data are saved; 

− multiplication by coefficients c2, c4 and c6 are implemented using distributed arithmetic 

method. Since the need to obtain perfect reconstruction scheme is used where the data is 

processed one bit at a time (1-BAAT) [4], preliminary values of the sums coefficients c2 and c6, 

and coefficient c4 are stored in memory (ROM); 

− the third part of the post-processing products is implemented according to formula (7). 

The odd part of the forward and inverse DCT is expressed by the formulas: 

, .    (8) 
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Fig. 5. Architecture of the odd module DCT-IDCT 

The structure of the odd part of the DCT is presented in figure 5 which consists of a distributed 
arithmetic modules, all possible values of multipliers are presented as a sum of coefficients c1, c3, c7 and 
c5, which is stored in the ROM. Calculations are made according to the formula (8). 

4. Experimental results  

This implementation are compared with existing ones. Since DCT architecture processors, which 
are taken for comparison, were synthesized on FPGA Spartan-2, then for a more accurate comparison, we 
using VHDL-descriptions synthesized calculation module DCT-IDCT under this architecture FPGA for 
two-dimensional DCT-IDCT module (table).  

Comparison of existing implementations two-dimensional DCT and DCT-IDCT on Xilinx FPGA Spartan-2 XC2VP30 

Architecture [5] [6] [7] [8] [9] This work 

Functions DCT DCT DCT DCT DCT/IDCT DCT/IDCT 

# of 4 input LUTs 2990 990 10310 2618 2237 1109 

# of Slices 1872 612 5729 2823 1352 627 

# of Slice Flip Flops 1837 652 3736 3431 1170 887 

Clock Frequency 
(MHz) 

99 110 149 107 168 120 

Max. Delay (ns) 10.1 9.1 6.7 9.3 6.2 8.3 

If you look at table, we see that the proposed implementation requires twice less hardware costs 
compared to similar to that described in [9]. At some times takes less FPGA chip area compared to [5], [7] 
and [8], which shows only one implementation of the DCT.  

                          

a)            b) 

Fig. 6. Frequency response: а) DCT-II; b) DCT-III 

The disadvantage of ladder structure of lossless coding (fig. 1) is absent of regularity first order 
property in frequency response IDCT (fig. 6, b). This causes to the effect of DC leakages (DCT all filters 
have a constant component), so when decoding image reconstruction is not perfect. This effect is 
manifested as "chessboard" (fig. 7, b), when a hardware implementation on a fixed-point arithmetic. For 

encode a lossless data entered additional information block dimension NxN as block DCT. Initially 

is the zero matrix, and   is iterative transformation from  as 
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 for .     (9) 
 

As a result, the implementation of lossless image coding/decoding will be represented by the formulas 
 

,  ,     (10) 

 

where  also encoded with all , C and D is the matrix of direct and inverse DCT according to formulas 

(3). Should pay attention what  ≠ 0 due to rounding errors on each ladder step. 

                                 

         а)                     b)                 c) 
Fig. 7. Results image compression of Lena 512x512: а) original image; b) decoded image without ; 

c) decoded image with information block  

Conclusion 

In this article are presented the implementation of block ladder structure for encoding data with lossless 
mode as a single universal module, which calculates a two-dimensional forward and inverse discrete 
cosine transforms in data compression modes with lossless for perfect reconstruction or the full data 
recovery. This structure allows to save space on the FPGA chip when implementing the algorithm for 
encoding and decoding images, which is very important for embedded multimedia systems. 
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The purpose of this paper is to present a first version of an agent-based residential mobility model 

which is closely related to the job-associated, inter-EU migration and commuting problems. At this stage the 

model provides the basic functionality such as modeling of how the property market agents (potential 

householders) would behave in French-German border region while looking for a property to be purchased. 

Then the model is extended further by way of adding property selling functionality. The model execution 

resulted in several outputs and statistics which represent migration processes under different conditions. 

Introduction 

Recently, the mobility phenomena become one of the major issues for both scientific research and 
real practice in Europe [1]. The job-related commuting and residential mobility problems are known to be 
closely related to each other [2] and typically originated from the bordering regions such as Luxembourg-
France, France-Switzerland, Denmark-Germany, and Germany-France [1, 3].  

It is known that for a number of economics, social, and financial problems the agent-based 
behavioral simulation models hold various advantages over the other approaches [4]. They include the 
high flexibility, capability of modeling complex spatial systems, correspondence of modeled subjects to 
real-life agents, etc. Also, it is proven that agent-based simulation approach still works where math and 
statistics does not.  

This paper presents an agent-based model of German-French inter-border residential mobility in 
Strasbourg region with such specific characteristics as the population density variation in the area being 
considered. The model is implemented using the NetLogo language and modeling environment [5] under 
Windows operating system.  

1. General Structure, Functions, and User Interface of the Model 

There are two versions of the simulation model. The first (basic) one represents how the property 
market agents (i.e., potential Householders) would behave in French-German border region while looking 
for a property to be purchased. The second version is a further extension of the first one what is done by 
way of adding property selling functionality. So far no in-depth mechanisms such as moving from 
Germany (DE) to France (FR) and vice versa in order to get new job with all related job market dynamics 
(e.g., types of employers, their capacity, professional and educational requirements, individual 
employment preferences, contract type, discharging and resignation rules, etc.) have been implemented so 
far because it is out of scope of the preliminary study presented in this paper. Same goes for the fact that 
despite the model execution resulted in several outputs and statistics, only few of them are displayed in 
form of corresponding plots of user interface.  

It should be noted that in the text below the “household” term is used as a sort of conditional 
identifier of various software objects and related notions. This is why sometimes it may disagree with its 
original meaning characteristic for “normal” English language. In addition, some terms denoting model’s 
objects are capitalized in the text by similar reasons. 

The first version of the model addresses the following research question: “How the Property 
Seekers would behave depending on the major dwelling parameters”. The parameters are as follows.  

− Basic property prices (here: random values uniformly distributed in the given range which may 
be different for each country, inputted in “K Euros”). 

− Actual level of the Property Purchasing Tax in the country. 

− Expenses associated with re-location from FR to DE and vice versa (when relevant to the specific 
circumstances). This value is a monetary equivalent of all the expenses, losses, and other inconveniences 
(e.g. living in another Language environment) associated with relocation from the home country abroad. 
Clearly, they may vary a lot. 

− Dwelling price variations depending on the Attractiveness of its specific location (presented by 
an Attractiveness Map provided in the form of input PNG image file). 
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Fig. 1 illustrates user interface of the first version of the model and provides an example model 
output for given set of control parameters. 

 

Fig. 1. User interface of the first version of the model along with the example of modeling results (right side of the panel)  
for given set of control parameters depicted on the left side with the help of corresponding sliders 

 
Fig. 2. User interface of the second version of model presenting similar data as the ones depicted in fig. 1 

In the second version of the inter-border residential mobility model an additional Property Selling 
procedure is added what completes the model functionality. In contrast to the first version where the 
process actually stops as soon as all the Property Seekers purchasing the desired and affordable property, 
the modeling process here is virtually endless. This allows observing convergence of target variables to 
their asymptotic values or their divergence under various sets of control parameters. An illustration of the 
user interface and example output of the second version of the model provided in fig. 2. Note that the first 
output plot situated on the top-right corner of the screen represents now the total amount of householders 
who have ever been lived abroad for certain period of time. This is why corresponding curves are going 
up monotonically. 
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2. Major Agents and their Display Agreements 

There are two main types of agents in the model:  
(a) Dwellings (i.e., pieces of property or households) which characterized by the Country they are 

situated in, specific location, and their Attractiveness. On the model display the current Status of the 
Household is depicted either by a filled square meaning “occupied” or by a cross “X” meaning “remains 
free”.  

(b) Householders who either owning a property that is “sitting” in the square-shaped property 
objects of the model display, or looking to purchase one, i.e. belonging to the Property Seekers who is 
depicted by moving “arrows”. The major characteristic of a Property Seeker is the amount of money that 
is dedicated Savings he/she has been accumulated for property purchase. These savings are changed 
according to various factors such as the previous property selling event or presence of border crossing 
overheads which are deducted in case the property going to be purchased in the country different from the 
new owner’s country of origin. 

In present denotations and coloring agreement German objects are represented in black color 
whereas French ones are colorized by red.  

The modeled geographical region is given by a section of map which can be considered here as a 
sort of skin placed over the NetLogo working space and which is used mostly for illustrative purposes. 
For current version of the model corresponding map section is borrowed from Google Maps.  

Contrary to the above geographical region map, the map of Attractiveness which represents in 
quantitative way the attractiveness of specific property location is one of the key set of parameters of the 
model. This 2D map is placed onto invisible layer of working space so that each cell of working space 
corresponding specific property location (that is patch in NetLogo’s terms) can be associated with certain 
value of attractiveness.  

3. Key Parameters, Behavioral and Communication Rules 

The behavioral and communicating rules which define the model dynamics are as follows:  
1. For the simplicity purposes, the number of Householders (families) and Houses (property units) 

is supposed to be equal. This particularly means that theoretically, each Householder may have his own 
separate property.  

2. At the first initialization step the given fraction of potential Householders is converted to 
Property Seekers, status of their Households switched down to “free”, and the amount of Savings of 
Property Seekers is calculated as the existing one (allocated at random by given probability density 
distribution) plus the Price (after taxation) of the property he/she just sold.  

3. Property Seekers are permanently moving over the modeled region i.e., “searching” for suitable 
property purchasing variant. Once a Property Seeker arrived to a free property, no matter French or 
German one, he/she attempts to purchase it. The purchasing decision depends on whether the amount of 
Savings he holds is greater than the Full Property Price or not. The Full Price is calculated using Basic 
Price plus all the Taxes and Overheads mentioned above.  

Note that the model is designed so that the additional factors contributing to the Full Property Price 
including the ones lifting prices up and pushing them down, no matter whether they are deterministic or 
stochastic, can be easily incorporated into the model by adding few more lines into the source code of 
“Calculate_Full_Household_Price” procedure. However, when doing so, one should remember that 
consideration of greater number of factors not necessarily means better modeling.  

4. If the Property Seeker has the sufficient amount of Savings the procedure of property purchasing 
is executed. It switches agent’s status from Property Seeker down to Householder and the amount of 
Savings is decreased for the full price the agent paid for the property. The property status switches from 
“free” to the “occupied” accordingly and the crossed square replaced by a solid one on the model’s 
display.  

5. For better visualization of the results, in case a property item has been purchased by a Foreigner, 
i.e. by a French family on German territory or by a German family on French one, the property being 
purchased is depicted by a circle filled by Householder’s home country color rather than by the color of 
the country the property is situated in. This holds true until the property is sold again to a native family. 
Such a visualization technique eases visual monitoring of the residential mobility. 
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4. Implementation Details and Model Running Notes 

In general, model implementation starts with a preparatory stage the main goal of which is to 
provide appropriate representation of all quantitative model components. These include all the formulas 
involved, specification of control parameters inputted by the researcher, description of stochastic input 
variables, which represent certain phenomena of real-life economics (typically by way of identification of 
certain probability density functions together with their parameters), a list of the accepted numerical 
values of all the bounding conditions and limits, description of the resultant modeling data, their 
visualization and store, etc. In some cases this stage may suppose performing some auxiliary experiments 
and developing particular sub-models in order to validate specific model design decisions and convince 
the community in the model relevance. These details are mostly omitted here due to paper size limitations. 
Some key points are given below, though. 

The list of input parameters together with their values and ranges can be inferred from the model 
displays given in fig. 1 and 2. It should be noted that the general attractiveness of the region is 
proportional to the sum of intensities of corresponding map of attractiveness. Such factors and biases need 
to be considered when preparing the model runs. 

A number of model parameters are not deterministic by nature and contain certain stochastic 
elements which are generated at random during the initialization step. Thus, different runs with the same 
parameter settings may produce slightly different results. In real modeling this can be easily overcome 
either by performing series of repeated experiments followed by statistical analysis (e.g. calculating 
statistics of target values) or by setting up a very large number of acting agents. The last option may 
require large computer resources which otherwise kept reasonably modest, namely, an ordinary PC 
Computer and computational time in order of tens of minutes for model convergence. The model is 
available for free from author and it is supplied as a package containing the following files: 

− Strasbourg_Residental_Mobility_v2.nlogo (the source code of the Model itself in NetLogo 
language, 502 lines of code); 

− Strasbourg_Map.png (a map of Strasbourg region used as a display skin); 

− Strasbourg_Population_Map_81x54.png (example of Attractiveness map which at this 
stage has been derived from population density distribution in modeled region).  
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This paper describes a methodology for the graphics pipeline extension. The introduced approach is 

based on specialized formal language called visualization algebra. This technique can lower visualization 

software development costs and build a way for further computer graphics automation. 

Introduction 

Computer graphics (CG) remains one of the most rich and constantly evolving fields of study in 
computer science. CG consists of two large parts, each studying its own problem: image recognition and 
image generation. Both of these problems are very broad and complex in nature. In this paper, we 
concentrate on image generation, i.e. visualization. 

Literally every area in human life which involves computer technology requires some sort of visual 
representation of information. Accurate and adequate visualization becomes vitally necessary with the 
growing complexity of problems being solved with computers. CG provides tools and theories that target 
the growing requirements for visualization, but as requirements become more complex and demanding so 
does the need for improvement in this field. 

In this paper we analyze the most widely used visualization methodology and provide a technical 
solution for its improvement. 

1. Basic Definitions 

Visualization, broadly defined, is a process of data representation in visual form. In computer 
graphics visualization has a special definition – rendering. The rendering process is implemented in 
computers with a set of dedicated hardware components and specialized software. 

There are several rendering algorithms that lay a base for computer visualization. The most 
widespread are ray tracing and rasterization [1]. These algorithms have their own application areas: ray 
tracing is used for photorealistic rendering, sacrificing computation performance to physically correct 
output; rasterization, in its turn, is designed for high-performance dynamic applications where 
photorealism is not as essential. 

Almost all contemporary rendering hardware implements the rasterization algorithm. A technical 
implementation of the algorithm is called a graphics pipeline. A graphics pipeline is structured as a 
sequence of data processing stages, most of which are programmable. These stages are responsible for 
data transformations specified by the rasterization algorithm's logic. The pipeline is accessible for 
software developers with special hardware abstraction layer libraries, available on most operating 
systems. The most popular libraries are DirectX (for Windows) and OpenGL (for any OS). Both of them 
provide a software abstraction of the underlying hardware implementation of graphics pipeline with all 
necessary access methods. 

The graphics pipeline is a very efficient and flexible technology, but it may be difficult to use in 
complex applications. This is because the pipeline's instructions operate on a low level with objects like 
geometrical points and triangles. The best analogy here would be to compare this with the efforts of 
programming in an assembly language. 

The problem of the pipeline's complexity gave rise to a new class of visualization software: 
graphics engines. A graphics engine is a high level interface that wraps around the pipeline's 
functionality, and introduces a set of tools which are much more convenient to use in real world 
applications. The engine is normally built around an extendible but nevertheless static computer model, 
which generalizes a whole spectrum of potential visualization tasks. The most popular visualization model 
for graphics engines nowadays is the scene graph. 

Scene graph is not a well-defined standard model and many software developers implement it 
differently for different tasks. However, the implementations often have common traits, which can be 
summarized in the following definition. Scene graph – is a data structure for visualization algorithms, 
based on a hierarchical tree where every node is an object and every subnode – a part of that object. That 
is, a scene graph may have a node representing a chair object and direct subnodes representing its legs. 
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Furthermore, objects may be assigned with so-called materials – fixed properties lists describing how 
particular objects should be rendered. 

A primitive scene graph's rendering algorithm consists of visiting every node of the tree and 
rendering each of the objects individually using material properties. 

Many of the modern graphics engines provide more sophisticated visualization models. VTK 
(Visualization Toolkit) [2] is one of those. VTK is made to be extendible multi-purpose engine, and it can 
be used efficiently in many application areas. Except for high-performance interactive visualization. The 
approach taken by VTK to support universality is not built on top of graphics pipeline principles and may 
be lacking required optimization. Also, VTK is essentially a framework (and most graphics engines are), 
meaning that it enforces own data model and programming methodology onto the user, which may not be 
always desirable. 

2. Analysis 

The following figure (fig.1) summarizes the structure of the visualization process and differences 
between two approaches mentioned above. 

 

Fig. 1. Visualization process 

HW and HAL stand correspondingly for graphics hardware and hardware abstraction layer 
represented by DirectX or OpenGL. Engine stage is the part of the process taken over by a graphics 
engine. 

The rest of the process is marked as model visualization. This stage is directly connected to the very 
visualization problem in question. Computer graphics, like any other computing activity, works with 
computer models. These models may represent any kinds of real or imaginary entities, phenomena or 
processes. Model visualization is essentially a set of algorithms translating the model into another form of 
representation which is suitable for automatic rendering. 

Earlier, we described two common visualization approaches: pure graphics pipeline rendering and 
graphics engines. They are marked on the scheme as A and B respectively. It is emphasized how graphics 
engines cut off a serious portion of implementation complexity. However, the real situation is not that 
simple. 

We have mentioned that graphics engines is a whole class of non-standard software. And, 
moreover, this software is built on the base of certain fixed assumptions, and implements fixed input 
models that aren't necessarily compatible with the current target model. This happens, for example, in the 
case when the engines specialize in solid 3D geometric object rendering, and the Model represents a flat 
user interface. 

In this situation software engineers can take one of the three ways: 
1. change the model so it fits an engine; 
2. provide an engine-model adapter layer; 
3. fallback to the pure pipeline rendering. 
The first option probably needs the least effort, but the outcome of visualization may seriously 

differ from the initial expectations as the visualized model gets distorted. 
The second option tries to preserve the model's consistency with additional translation stage (fig. 2). 
 

 
Fig. 2. Model-engine adapter 

This may work in some situations depending on how different the model and engine are. If the 
difference is too big, the adapter itself becomes cumbersome and unmaintainable. In this case the third 
option becomes preferable: the visualization problem gets solved from the scratch. 

The conclusion of this is that we cannot rely on graphics engines from a general perspective. Tasks 
and models change all the time and engines become obsolete. The variety and quantities grow, which 
make it troublesome to find the proper match. And so, we have a question: whether anything can be done 
here in order to improve the visualization process construction. 
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In our previous works [3, 4] we suggested that it was possible to develop a general methodology for 
high-level visualization abstractions. That is, to create a model-independent language for visualization 
process construction. 

Together with corresponding support layer libraries, the new visualization process construction 
would change in the following way (fig. 3). 

 

Fig. 3. A new way of the process construction 

In this scheme, the model is rendered using an engine with either the first or the second method. SL 
stands for the standard layer, and VS – for visualization system. 

Standard layer is a set of support rendering libraries based on visualization algebra methodology 
[4]. The library provides tools for process construction in model-agnostic data-driven way. Less effort (in 
comparison to pure pipeline development) is necessary to make a model adaptation visualization system. 
And, though the implementation complexity remains slightly bigger than that of the graphics engines, this 
technique has the advantage of preserving the pipeline's flexibility together with higher level of language 
abstraction. 

3. Object Shaders 

Before we start describing the details of the proposed technology, a few words needs to be said 
regarding how the graphics pipeline is programmed in general. 

The graphics pipeline consists of several stages including (DirectX11 model [5]): Input Assembler, 
Vertex Shader, Hull Shader, Tesselator, Domain Shader, Geometry Shader, Rasterizer, Pixel Shader, 
Output Merger. 

The stages implement different parts of the rasterization algorithm and provide some additional 
functionality. Shader stages are programmable; all the others are configurable. Configurable stages 
implement fixed algorithms with some adjustable parameters. Programmable stages, in their turn, can be 
loaded with custom programs (which are called shaders) implementing specific custom algorithms. This is 
what essentially gives the pipeline its flexibility. 

Shader programs of different types operate with different kinds of objects. Vertex shaders operate 
with geometry vertices and control geometrical transformation of 3D model and its projection onto 2D 
screen. Pixel shaders work with fragments – pieces of the resulting image that are later translated into 
pixels. 

The most common way in writing the shader programs is to use one of the high level shading languages: 
HLSL for DirectX, or GLSL for OpenGL. These languages have common notation and similar instruction sets 
determined by underlying hardware. By their nature, the languages are vector processing SIMD-based. And 
corresponding shader programs implement algorithms that describe how every vertex or fragment needs to be 
treated independently, enabling massive parallel data processing capability. 

In our work, we pursue technological integration into the graphics pipeline, rather than its replacement 
with another set of tools. That is why the technical realization of the proposed methodology is based on 
emulation of an additional programmable pipeline stage which we call Object Shader. 

Object Shader stage is a broad name for three types of programmable components: pipeline, 
sampling, and rendering. These components are based on corresponding notions from visualization 
algebra [4]: visual expression, sample, and render operations. 

Visual expression in visualization algebra (VA) is a formalized algorithm operating in a generalized 
object space. Objects in VA are represented with tuples of attributes projected onto a model-specific 
semantic grid. The methodology does not make any assumptions on the nature of objects and their 
content, treating all data equally. 

Visual expressions in VA are constructed using four basic operations: 
1. sample – object subset selection, 
2. transform – derivation of new objects on the base of existing ones, 
3. render – objects translation into an image, 
4. blend – operations with the resulting images. 
The final expression for target model visualization must have one input (all the model's data) and 

one output (the resulting image). 
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On the technical side, the expression is represented with a program on a language similar to HLSL. 
The additions are: data type ptr used for declaration of resources, object types Scene, Objects and Frame, 
various rendering-specific functions. 

Object layout declaration in object shaders is done in a common way with structures: 

struct Object 
{ 
 field-type field-name : field-semantic; 
 … 
}; 

Sampler functions are simple routines returning boolean values: 

bool Sample(Object object) { return sampling-condition; } 

Render procedures generate operation sequences for objects of the supported type and return Frame 
as a result: 

Frame Render(Object object) 
{ 
 instruction; 
 … 
 return draw-instruction; 
} 

Pipeline procedures combine sampling and rendering operations into the final visualization 
algorithm. The input of a pipeline procedure is a Scene object and a Frame object is output. 

Frame Pipeline(Scene scene) 
{ 
 Objects list = Sample(scene); 
 … 
 return Render(list); 
} 

Visualization system routes data streams according to the pipeline procedure logic, splitting it with 
samplers and processing with renderers. The unit routines are designed to be atomic in the same way how it is 
done for the other shader types: processing one object at a time, allowing massive parallelization. 

This technique is fairly similar to effects in DirectX [6]; but, at the same time, the differences are 
apparent: effects cannot be used for building the complete visualization pipeline. 

In the last part of the paper we will go through the real usage example. 

4. Usage Example 

The sample model consists of one 3D object (a building) and one 2D object (overlay image). The 
resulting visualization should visualize the building at the center of screen and make it possible to change 
its orientation. The overlay image should be drawn at the top right corner. 

From the model description we know that there are two types of objects and therefore we need two 
sampling and two rendering procedures. 

Sampling procedures: 

bool Sample1(int type : iType) { return type == 1; } 
bool Sample2(int type : iType) { return type == 2; } 

The procedures get the type field from object stream and compare it against predefined constant 
values. So the first procedure will sample 3D objects (type 1) and the second – 2D objects (type 2). 

Rendering procedure for 3D objects starts with object layout declaration: 

struct Object 
{ 
 float4x4 transform : f4x4Transform; 
 ptr VB : pVB; 
 ptr VD : pVD; 
 ptr tx0 : pTX0; 
 int primitive_count : iPrimitiveCount; 
 int vertex_size : iVertexSize; 
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}; 

The supported objects must have transform matrix, vertex buffer (VB), vertex declaration (VD), 
texture (tx0) and common geometry information: primitives count and vertex size. 

Then, we declare external variables, which are required to be provided by the user: common vertex 
shader (VS), common pixel shader (PS) and view-projection transformation matrix (f4x4ViewProjection). 

The rendering procedure itself: 

Frame OS_Basic(Object obj) 
{ 
 SetStreamSource(0, obj.VB, 0, obj.vertex_size); 
 SetVertexDeclaration(obj.VD); 
 SetVertexShader(VS); 
 SetPixelShader(PS); 
 SetVertexShaderConstantF(0, &obj.transform, 4); 
 SetVertexShaderConstantF(4, &f4x4ViewProjection, 4); 
 SetTexture(0, obj.tx0); 
 return DrawPrimitive(4, 0, obj.primitive_count); 
} 

The procedure makes a number of state change calls and invokes a drawing routine. The second 
rendering procedure OS_UI is implemented in a similar way. 

The resulting pipeline procedure is very simple: it needs to use the declared samplers and renderers, 
and combine their output: 

Frame PP_Main(Scene scene) { return OS_Basic(Sample1(scene)) + OS_UI(Sample2(scene)); } 

And the following picture represents the result of visualization (fig. 4): 

 

Fig. 4. Result of visualization 

Conclusion 

Computer visualization still holds the status of a heavily evolving scientific and engineering area. 
Dozens of new techniques and hardware emerge every year. And, with further advancements, this 
environment may require certain intensive changes in order to stay comprehensible and maintainable. 

This paper provides justification and a short overview of the technological implementation of the 
new visualization methodology based on so-called visualization algebra. This methodology has a potential 
to improve the most popular existing methods of visualization in terms of flexibility and accessibility. 

In difference from graphics engines, the proposed approach is based solely on the graphics pipeline 
extension. It preserves the basic methodology and does not introduce any new undesirable constructs. 
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This paper highlights an approach for building information-computer technologies for solving problems 

based on knowledge. 

Introduction 

The development of information technologies associated with computer data processing (IC-
technologies) has several stages, from data structures (DS) to databases management systems (DBMS). 
The range of problems that can be solved has become wider while the problems of standardizing 
development stages and program maintenance have disappeared.  

Today <DB+DBMS> technology is widely-popular among IC-technologies. The rest are either 
devoid of their integrity and completeness or are of specialized nature in a technical or applied sense. It is 
quite evident that all these technologies do not fully satisfy the whole range of existing and newly 
appearing problems. 

Development of hardware, host systems, IC-technologies and means of communication has made it 
possible to involve in automation problems related to intellectual activities of a human being.  These 
problems deal with management, forecast, diagnosis, etc. where it is necessary to process not only data 
but the knowledge as well. The knowledge as an object of formal description and means for solving 
problems has long been used in scientific investigation. For example, in artificial intelligence (AI) much 
experience has been gained for stating and solving problems based on knowledge. In early 1980s a 
technology was proposed that supported computer-assisted knowledge processing, i.e. expert systems 
(ES). But as a technology it was not a great success primarily due to the lack of continuity with respect to 
previous technologies. This is the key to understanding what features should characterize a technology of 
knowledge processing. In our opinion such a technology should be based on the idea of separation 
between knowledge and means of its handling. This leads to the necessity of introducing the terms of 
knowledge base (KB) and systems of their management (KBMS). The paper presents justification of such 
an approach. It describes a real operating system (solution of a set of medical problems related to 
orthopedics) that can be considered as a prototype of KBMS.  

1. Knowledge and computer technology 

What is a technology of knowledge processing? To answer the question we need some additional 
definitions and refinements.  

Let's start with evident notions that can be found in any textbook on data bases, object-oriented 
programming or artificial intelligence. To make the description concise we will represent them as theses. 

1. A necessary condition for the use of computers (computer technologies) when solving problems 
in any subject area (SA) is a change-over to the formal level. To do this it is necessary to build a 
conceptual representation of SA in terms of <object, relation>. Here by an object is meant a set of 
elements having the common structure and the way of building in the following sense: 

 

object: P1  ×…× Pn → D1  ×…×  Dn, 
 

where Pi are signs, Di is a set of possible values of a sign (i=1,…, n). Relation is a subset of Cartesian 
powers of the set {object }l, that can be built for each object. 

The construction shown above is a set-theoretic one and it is good as abstraction. In practice, use is 
made of its various equivalents, where <object, connection> is the most common choice. The result is a 
construction that is very close in meaning to a semantic network. Thus it is possible to say that the basis 
for formal description is semantics of the SA. 

2. A sufficient condition to use a computer technology is a statement of a problem, i.e. 
determination of a purpose of object existence. In so doing the purpose itself and means of achieving it 
substantially depend on semantics and properties of <object, connection> elements (let denote it for brief 
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<OC>). A purpose is always associated with a certain subset of {<OC >}k and is achieved as a result of 
performing the algorithm 

A: {<OC>}m → {<OC>}k. 

The entry and exit of the algorithm are Cartesian powers of <OC> elements. 
3. The foregoing relates to information. An IC-technology is a set of means, which provide 

functioning of certain information. It is evident that a technology should be to a maximum extent invariant 
with respect to the content of information. That is why it can be determined through the properties of 
elements of conceptual representation about the SA. From this standpoint let's analyze <DS+PL> and 
<DB+DBMS> technologies (see the table below). 

Table 

 <DS+PL> <DB+DBMS> 

Objects sets of vectors, matrices and all 
possible structures above them 
(lists, queues, etc.)  

sets of N-tuples 

Connections between 
objects 

only connections of order  are 
determined 

besides connections of order, 
connections of type are 
determined (they are called - 
1:1, 1:N, M:N) 

Algorithms for obtaining 
new <OC> samples 

built-in algorithms of ordering besides algorithms of 
ordering, use is made of 
algorithms based on 
connections of type 

Means of implementation PL DBMS 

The following features of the described technologies are worth mentioning: 

− object properties are determined indirectly through properties of connections. In this sense the 
notion of an object for  <DB+DBMS>  technology is broader, almost corresponding to the notion of a 
class in OOP [2]; 

− algorithms are a consequence of agreements about object properties and connections. These 
algorithms form the kernel of the technology, its indispensable part. It is obvious that ways of obtaining 
objects, which have not direct relation to the corresponding connection, can be realized by means of PL 
and DBMS. To accomplish this, DBMS contains a typical built-in PL apart from a standard part (e.g. 
SQL). 

The performed analysis allows to make the following conclusion: between the considered 

technologies there is a dependence of <DS+PL> ⊂ <DB+DBMS> type. The extension of its possibilities 
takes place only at the expense of properties of the connection. The rest is a consequence. 

Now we have everything necessary to determine knowledge as a new object of a computer technology. 
First, let's introduce the notion of data. Taking into consideration the reasoning made above. 

By data is meant a part of information about SA for which the following items are determined: 

− description at the conceptual level of the structure {<OC>}t (t is a random, possibly, an infinite 
number); 

− a connection that is not more complex than a connection of type; 

− algorithms conditioned by such connections. 
Knowledge also has an algorithmic origin because it is a basis and a result of transforming one part 

of {<OC>}k structure into another one. Schematically this can be shown in the manner below. 
The reasoning made above allows to determine specific character of knowledge at the level of 

{<OC>}k structure as well as at the level of algorithms. For this purpose it is necessary to extend the 
notion of connection in data definition. If maximum generalization is taken into account, then this can be 
transformation of a connection into a connection with all properties of objects. It correlates with the 
ideology of OOP. But in problems of knowledge processing the connection itself can be an aim. And 
finally, only in this case one can expect that the knowledge handling technology will contain components 
of previous technologies. 
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where A1 are algorithms mentioned in data definition, A2 are algorithms for obtaining knowledge. 
It is an easy matter to determine also the character of such a connection. It will suffice to recall that at 

the highest level of abstraction of any set-theoretic structure there is logic, i.e. is a connection should specify 
logical dependencies between parts of {<OC>}k  structure. As this takes place, mathematical tools for 
analyzing the structure and building algorithms should generalize the relational algebra. These can be algebra 
systems that contain a language allowing to describe logic elements and build algorithms.  

Now it is possible to introduce the notion of knowledge. 
By knowledge is meant a part of information about SA for which the following items are 

determined: 

− description at the conceptual level of the structure {<OC>}t; 

− a connection that is an object by itself; 

− algorithms conditioned by connections. 
The connection should establish logical dependencies in {<OC>}t structure and, as an object, should be an 
aim for solving the problem. The attainment of the aim (solution of the problem) should be supported by 
algorithms of deduction. 

Now to make knowledge an object of a technology it remains to determine the notion of a 
knowledge base. 

By KB is meant a structure {<OC>}k, in which a connection can be of any kind mentioned above 
(of order, type or a logical one) in any combination and with clearly specified aims for solving problems 
(algorithms). KBMS, in its turn, is an environment for supporting such a structure with possibilities of 
interpretation.  

2. Main problems of <KB+KBMS> technology 

Now let's consider problems that arise when developing a technology. As in previous cases the 
technologies can be divided into two interconnected and interrelated groups. 

1. Problems at the level of KB. 
There are problems of representation and algorithmic processing of knowledge (data). These 

problems are interconnected because the nature of algorithmic processing in all cases is specified by a 
connection.  

The problem of knowledge representation is considered at three levels: conceptual, logical, and 
physical. This results in solving a problem of designing a particular KB for its subsequent storage, 
adaptation and knowledge (data) handling. Let's discuss each of the levels in more detail. 

At the physical level data and knowledge are not differentiated, because in all cases they deal with 
memory cells. That is why here it is sufficient to have mechanisms (files, keys, indexing, etc.) that have been 
realized in previous technologies. The conceptual level may be based on mechanisms developed in DB and OOP. 
Most likely this will be a logical structure built on the basis of a universal object (relation) [1]. For formalization it 
is possible to use the language of algebraic systems that contains as subsets languages for describing functional 
and logical dependencies. An element of such structure can be a class [2].  

The logical level of knowledge (data) representation is at base of the whole KB concept. It is 
necessary to build a model of KB, i.e. to design a logical structure of classes and objects, to determine 
processes of their interaction [2], as well as a logical schema of data [1]. To develop a logical schema of 
data use is made of standard procedures of normalization. As for the methodology of designing a logical 
structure of classes and objects, it has not so far the necessary universal mechanism and it is not 
standardized. Standardization is proposed to carry out by introducing a new restriction: completeness, 
independence and closure of knowledge are introduced in addition to data integrity. For standardization an 
important point is that a connection (understood as in OOP) at the level of knowledge is at the same time 



 
138 

an object at the level of data. Thus the object can be subjected to normalization and handling typical for 
DB.  

The problem of algorithmic processing of knowledge (data) is based on classification of 
connections. In our case it is necessary to specify the nature of algorithmic processing only for 
connections that are not supported in a standard manner in OOP.  These connections relate to logical 
dependencies or more precisely to inference. For the chosen model of knowledge static and dynamic 
aspects of such inference are determined at the level of designing a physical structure by refining the 
architecture of processes [2]. With respect to content the inference can be deductive or inductive (the 
latter one is important due to incompleteness of knowledge typical for actual practice, empirical nature of 
knowledge, etc.). Both the ways of inference should be supported by KBMS means. Deductive inference, 
the corresponding procedures for knowledge representation, resolution (as an algorithm of inference), 
requirements to knowledge and other questions have been studied in sufficient detail. It is clear that without 
inductive inference our technology will be incomplete. Because of this, the problem of developing 
procedures for inductive inference and essentially the unification of inference becomes the key one.  It is 
closely related to such problems as: choice of a language, a procedure for describing knowledge, 
relocation and functioning of inductive resolution [3]. 

2. Problems at the level of KBMS. 
At this level it is possible to single out two interrelated groups of problems dealing with design 

support and KB functioning. There are also important and complex problems of KBMS technical 
realization (architecture of modules, a programming system, etc.). But taking into account the 
methodological aspect of the paper we will consider only expected functions and some general 
requirements to KBMS. 

A good prototype of KBMS can be any DBMS in the sense that functions of the latter one can be 
extended to design support and KB functioning. In general terms, this can be done in the following 
directions. 

At the stage of design: 
a) by introducing and supporting classes and their particular samples (objects); 
b) by introducing and supporting additional types of connections, typical for OOP, along with 

logical dependencies (as new objects);  
c) by extending the algorithmic base for analysis and handling of KB. This should result in 

construction of a corresponding extension of a language of SQL type (or a similar one); 
d) by forming an interface part of KB (as dictionaries of SA, etc.) to provide subsequent 

interaction of the user with the finished system.  
At the stage of functioning: 
a) a possibility of KB adaptation to varying data and set-up to new knowledge (additional 

learning, self-learning); 
b) operation in different modes selected by the user; 
c) a possibility to control user's actions and to explain any step of system's operation. 
There is no doubt that the above list of functions is only schematic. At present none of the systems 

[3], to which a reference can be made, has the above features of KBMS. In this connection it is also of 
interest to consider the relationship between KB models, that will be supported by a particular KBMS, 
and existing ones (e.g. frames, semantic networks, etc.). Such and similar questions should be solved 
when developing KBMS. 

Taking into consideration the above, one would expect that relationship between technologies will 

be continued, i.e. <DB+DBMS> ⊂ <KB+KBMS>. And, consequently, a wider range of practical 
problems will be solved by means of the latter one. 

3. An example of a system based on knowledge 

Let's consider solution of a practical problem for which “ORTHO-EXPERT” (ОЕ) system has been 
developed and which in functional sense is oriented to complete information provision of clinical practice of an 
orthopedist. It is just in the process of working on the project that questions have arisen which have been 
described above. The obtained solution is an integral one, but in this paper we consider only the part that bears 
a direct relation to <KB+KBMS> technology. Additional information one can find in [3]. 

The system consists of two universal applications - Ortho-Expert and Ortho-Expert Designer, 
developed according to a common technology within one project. Each application solves a specific range 
of problems. In particular it ensures: 



 
139 

− operation of the system with various information, i.e. knowledge about a subject area, 
metaknowledge, references in different representation (text, graphical, audio and video). As this takes 
place, the information should be semantically ordered depending on the context of its usage; 

− flexibility of the system and simplicity of its adaptation for processing new types of data and 
knowledge;  

− portability when using different platforms for the system (now the system operates in Windows 7 
environment). 

The technology of system construction is based on the principles of object-oriented programming. 
Knowledge handling is carried out in the system at the stages of input (Ortho-Expert Designer) and 
manipulation (Ortho-Expert).  

Conclusions 

Taking into consideration the above it is possible to make a conclusion that OE is a good prototype 
of KBMS. If it is granted that KBMS is really a next step in the development of the computer technology 
and general features of the latter are described correctly in the paper, then the legitimacy of the conclusion 
is beyond question. 

We can argue for the made conclusion in a simple manner. The main purpose of <KB+KBMS) 
computer technology is in separation of knowledge from means of its handling. But this is possible only 
when specifying algorithms of knowledge processing and in fact it has been realized in the process of 
building OE.  

At present OE does not fully correspond to characteristics of a system of KBMS type. Two 
directions of further work are possible: 

− to add possibilities of DBMS to the existing variant of OE; 

− to add possibilities of OE to the existing variant of a DBMS. 
The most practicable is the first one. At least there are all prerequisites for its realization: there 

should be decisions at the level of state government. 
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The problem of mobile heterogeneous objects unification description is considered. As a solution to the 

problem, we propose to use object’s graph model and visual standards for her elements. The mechanism for 

constructing model and standards are described. 

Introduction 
Mobile heterogeneous object (MHO) is the material or virtual structure, which consists of 

heterogeneous components and changes its location in a natural or artificial environment [1]. The report 
examines the material MHO. An example of such objects is a train, which components are the locomotive, 
cargo beds and tanks. 

Successful implementation of business projects involving MHO depends largely on an effective 
monitoring. Monitoring (in the broadest sense of the word) means a system for assessing the current state 
of the MHO and synthesis of the corresponding management solutions [2]. Despite the abundance of 
monitoring techniques and systems (mainly for individual components), a number of pressing problems is 
not enough studied. The major ones include the following: 

− no typical formula describing MHO clear to managers at all levels of the project exists; 

− a mathematical model of the MHO, “clear”, both to a manager and a computer system 
monitoring is not developed; 

− standards to visualize the results of monitoring, invariant to project specificity and 
intuitively understood by the manager have not been developed; 

− a typical monitoring system architecture based on standards haven’t been developed. 
The report discusses the solutions to these problems based on the theory of pattern recognition. 

1. Formulation of the problem 
Let there be a company implementing business processes using different MHO types.  
It is required: 

−  to develop a universal formula describing  MHO structure; 

−  to build a MHO model that provides a mathematical processing; 

−  to develop standards for the visualization of model elements in a form intuitively 
understood by managers at all levels of the project implementation; 

−  to develop monitoring system architecture based on models and standards. 
Basic requirements for the solution are: description of the MHO should be invariant to the type and 

functionality of the facility; MHO model should provide the implementation in modern programming 
languages (C #, Java, C + +) and operate results on different types of devices (PCs, tablets, smartphones). 

As a general approach, we use the theory of pattern recognition. 

2. MHO description formula 
MHO components feature extremely large variety. Nevertheless, according to the basic paradigm of 

synergy, for many objects and processes different in nature a universal description can be found [3]. In the 
case of MHO common managers interest at all levels in building an intuitive unified MHO model meeting 
the requirements of the project and providing monitoring tasks solutions automation, including 
visualization is obvious. To standardize the description INR offered an option that can be represented as a 
tuple:  

MHO = (name, N, <I, P, Q;>),                                                     (1) 

where: name is MHO name; N is the total number of components; I is the serial number of the 
component; P is the type of component; Q is the number of components of this type. This option provides 
a simple description of the MHO on any modern programming language.  

As an example of the formula (1) usage, let’s describe the MHO named RVP11.4 in C#, comprising 
eight components of three different types: 1 locomotive, 4 tanks, 3 cargo platforms: 

string MGO = “RVP1.4, 8 (1, locomotive, 1; 2, tanks, 4;  3, cargo platform, 3)”. 
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For practical use of the MHO formula it is necessary to display it in a mathematical model that is 
convenient for implementation on a computer. 

3. MHO graph-model 
As a mathematical model of the MHO we will use the graph as it is an universal form of 

representation hierarchies [4].  
Graph will be formed on the parsing basis (analysis and decomposition) of the formula (1):  
Step 1. Perform formula parsing to allocate elements: name, N, I, P, Q. 
Step 2. Form the vertex of the graph (name). 
Step 3. Determine the amount and form nodes of the graph (P). 
Step 4. Determine the number of nodes and to form terminal nodes (Q). 
As a result of this algorithm with a string of MHO, we obtain the graph (fig. 1). 

 
Fig. 1. MHO structure 

It is obvious that this option MHO representation is quite convenient for implementation on a 
computer, but is hard to understand by decision-maker, especially in case of their rotation. To provide a 
thorough understanding it is necessary to create a series of simple corporate standards. 

4. Components images unification 
The greatest interests for the manager are the components that are involved in the MHO and are 

visually well known to him. So first of all let’s solve the problem of understanding. For this we introduce 
a corporate standard representation of the MHO components types, including type identifier, its name and 
the file name with its image. As an example, the corporate standard description of the components types 
for railway depot is given below (table 1). 

Table 1 
Components visualization standard 

Component 
type 

Component type identifier File name 

T1 Locomotive Loc.jpg 

T2 Boxcar Vt.jpg 

T3 Passenger car (к) Vk.jpg 

T4 Passenger car (п) Vp.jpg 

T5 Cargo platform Pg.jpg 

T6 Oil tank Cn.jpg 

 
This standard is saved in a corporate database, it is easy to edit and adapt to the specifics of any 

company. It's enough to change the component type identifier and file names with graphic images.  
As a result of this standard implementation, MHO description string is significantly reduced: 

MHO string = “ЖДС11.4, 8 (1, T1, 1; 2, T6, 4;  3, T5, 3)”; 

After parsing and reading this string from a corporate graphics components images database, we 
obtain more informative (compared to fig. 1) version of the MHO structure (fig. 2).   
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Fig. 2. MHO partial visualization 

This visualization option has the obvious drawback – the manager cannot visually determine the 
current MHO status and its components. To eliminate this, we introduce another corporate standard, 
unifying states visual representation. 

5. States images unification  
The number of MHO states, as well as any physical object can be infinitely large, but the sphere of 

interests of decision-makers includes only those states that may affect the possibility of the project 
implementation. Analysis of real projects using the MHO implemented by cargo-carrier companies on 
the Latvian Railway showed that in most cases only three or five states are enough for the decision-
maker. These figures are in good agreement with the results of psychological research, described in [5]. 
Taking the maximum value as a basis, we introduce the standard representations of five states; 
represented as a variable of (string) type and graphic icons (jpg). To describe these states we will apply 
states gradation clear for everyone: from “excellent” to “destruction”, the corresponding constant (V), and 
a numerical criterion (K). To construct icons it is proposed to use common “allow”, “warning” and 
“prohibit” colors – green, yellow and red. To construct the border states we will divide icons in color in 
two parts by the principle “from good to break”. The construction result of the relevant standard is 
presented below (table 2). 

Table 2 
States visualization standard 

Type 
State numerical 

criterion 
State value State identifier File name Color identifier 

V1 K ≈ 0.00 “excellent” excellent G1.jpg Green 

V2 K ≈ 0,25 “good” good G2.jpg GrYel 

V3 K ≈ 0,50 “average” average G3.jpg Yellow 

V4 K ≈ 0,75 “break” break G4.jpg YelRed 

V5 K ≈ 1.00 “destruction” destruction G5.jpg Red 

 
Standard elements can be used in MHO control tasks, including the organization of parametric 

dialogue [2]. If necessary, the standard is easily adjusted and adapted to the specifics of any company. To 
do this it's enough to change the state values or file names with icons images.  

As an example, we use this standard to visualize the MHO current state, obtained by K coefficient 
random selection and obtain the following result (fig. 3). 

 

 
Fig. 3. MHO complete visualization 

Scheme gives the manager a complete picture of the MHO: first cargo platform is in pre-emergency 
state. State of the whole train depends on the state of its weakest element, so MHO state is generally rated 
as “break”, i.e. pre-alarm. By implementing this approach in the online version, the project manager can 
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monitor the current state of the MHO through any devices with the ability to connect the net (tablets, 
smartphones, etc.). 

As a result of this standard application, visualization result becomes more informative and allows 
the decision-maker to understand the condition of the MHO and its components in a blink of an eye. 
Accordingly, the reaction time of the decision-maker to the situation and synthesis of management 
solutions is reduced. 

6. Monitoring system architecture unification 
Unification of monitoring systems architecture will be carried out in two stages. The first stage is 

the standardization of monitoring tasks based on pattern recognition theory. The second is the 
construction of a model based on multi-agent architecture approach.  

In accordance with the standard object recognition task [6], the task of monitoring represent in a 
form of tuple: 

Task = (X, f1,  f2, E, f3, V, f4, U, f5, V, U),                                             (2) 

where X is the object diagnostic characteristics; f1 is an algorithm for X acquire; f2 is an algorithm for 
constructing etalons; E – etalons; f3 – an algorithm for constructing states; V – states; f4 – an algorithm 
for constructing management solutions; U – management solutions; f5 – recognition algorithm state of the 
object; V, U – current status and management. 

In accordance with the multi-agent approach [7], monitoring system architecture, including the 
tuple (2), will consist of five software agents:  

A1 (f1, X) → A2 (f2, E) → A3 (f3, V) → A4 (f4, U) → A5 (f5, V, U). 

This version of the architecture is of a hard character, but provides a flexible implementation and 
improvement of the code of each agent without changing the other agents. 

Conclusion 
The report presents the following results: 

− MHO compact description formula, providing construct a basis for automation of 
monitoring tasks is proposed; 

− MHO mathematical model corresponding to the formula is developed; 

− standards for describing the elements of the MHO component types and their states, 
provides an intuitive visualization of the state of the MHO as a whole and each of the 
components is proposed; 

− an example of application of the formula and the standards for typical for rail transport 
MHO description t is given; 

− unified variant of architecture monitoring system that combines corporate standards and 
standards for constructing agents is proposed. 
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APPLICATION OF BIG DATA TECHNOLOGIES  
TO IMAGE PROCESSING 

 

S. Lazebnikov, A. Boudnik, A. Sarychev 

EPAM Systems, USA 

Big Data technologies capabilities are introduced and potential areas of their application for Image 

Processing and Pattern recognition are considered. 

When size becomes a problem 
 

The set of technologies associated with Big Data is growing very fast. There are also many 
interesting research papers in the field of image analysis and pattern recognition. This article by no 
means intended to provide a comprehensive picture of interaction between these areas of research. 
The authors have much more modest aspirations – to introduce some of Big Data technologies 
capabilities and point out the potential areas of their application for Image Processing and Pattern 
recognition. 

From that viewpoint we can identify three phases in the information processing: Algorithmic, 
Technological and Analytical. 

The Algorithmic phase or Image Processing or Pattern Recognition is a process of extraction of so-
called features from one object of processing (be it an image or not). Features are numerical 
representation of, as example, encoded color and texture properties of the image, the layout and geometric 
shape characteristics of an objects. For example, the photometric and geometric features. Photometric 
features exploit color and texture cues derived directly from raw pixel intensities. Geometric features are 
cues such as edges, contours, joints, polylines, and polygonal regions. A suitable shape representation 
extracted from the pixel intensity information by region-of interest detection, segmentation, and grouping. 
The algorithms like DHOG, direction of gradient, SURF, SIFT and many others are used at this stage. As 
at the time of writing this article we do not see how Big Data technologies can be used in this phase. 
Granted those are very computationally intensive algorithms, but seems like modern computers are 
keeping up and everything that should be done with regard to processing of one object can be done on one 
computer. 

When there are many objects to be processed and the size of the data becomes part of the problem – 
this would be the time to call the Big Data. After all they call some of the data Big for the good reason. 
The Technological phase includes a set of activities dealing with capturing all available objects, invoking 
object processing code, storing, searching, and retrieving the objects. When only few images need to be 
processed, all of these activities are relatively trivial. However, as the number of objects to be processed 
grows the Technological aspect became more and more important. As Roger Magoulas observed: “Data 
become Big Data when its size becomes a part of the problem”. For example, “…It is estimated, that by 
2015, the average hospital will generate 665TB of data… Medical image archives are increasing by 20–
40% annually… Today, 80% of data is unstructured, such as images, video and email” [1]. Dealing with 
challenges of storing, processing, and searching at this scale calls for new architectures and technologies. 

The Analysis phase is dealing with the data after it is ingested and stored. For example, 
healthcare application like PACS (Picture Archival & Communication System), is designed to 
analyze and provide access to very large volumes of different kinds of medical images. Just ingesting 
and storing all kinds of data is never the goal. Although one of the funny definitions of Big Data 
states that the data becomes Big, when it is cheaper to store it than to decide on which part of it can 
be discarded. Analysis is, obviously, the most important phase. At this stage usually more than one 
object at a time needs to be processed, interactions between objects are studied and that also requires 
new approaches to computational models. This is also an area, where the Big Data technologies can 
prove to be useful. 

How the Big Data Technologies can help? 

Storage 
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It would be reasonable to assume that objects, being processed, need to be stored somewhere at 
some point for the future use. Big Data storage offer inexpensive, fault-tolerant distributed storage, where 
data is stored across the several (or several thousand) of computers working together. One of key points 
that allows Big Data storage to operate efficiently is “write-once” principle of operation, meaning that any 
file is immutable and once it had been written and properly closed, the file cannot be modified. The only 
way to update the content would be to write updated content in a new file and remove the old one. This 
approach avoids the necessity of locks and other kinds of inter-process synchronization and this is one of 
the reason that the data storage is cheap. 

Data could be stored locally or remotely on a public cloud. 
For the local data center, the most affordable option would be HDFS, Hadoop’s [2] file system that 

provides very simple interface, similar to what UNIX or Windows file system does. HDFS advantages 
are: 

− very cheap in terms of price per byte: it allows to use commodity computers with directly 

attached, inexpensive hard disks w/o RAID controllers combined with zero license & support fees; 

− near unlimited scalability: it can provide more and more capacity by plugging in more and more 

boxes w/o stopping the service. Single NAS sometime can work better than small Hadoop cluster, but as 

data volume grows, so the cost and bandwidth requirements; 

− very high network capacity: using two embedded Ethernet adapters HDFS can provide 2GBs 

per second per computer, which for large clusters gives total bandwidth of more than a terabyte per 

second at MapReduce layer. It also can serve multiple clients at the speed of its wire; 

− very solid data reliability: HDFS focused on ability to cope with hard drives, computers, and 
network failures. It will maintain enough redundant replicas of the data, so there is no need to worry about 
hardware crashes. No expensive hardware solutions like RAID controllers, servers with dual power 
supplies and fault tolerant network equipment. Instead, cheap boxes with cheap SATA disks, cheap NICs 
and commodity switches – the software will handle the rest! 

As for the cloud, there are two options: either to store data in HDFS deployed on cloud computer 
service like EC2 [3] or to store data on cloud storage services, such as S3 [4] or Azure [5]. The use of 
computer service may cost extra money, but gives the same file system like interface and allows using 
computer power for processing, while with storage service the additional processing power is required. 
For example, images could be stored on S3, but then need to be processed on EC2 using capacity-on-
demand approach. 

Usually it is not enough (or practical) to just store raw objects. In order to organize effective access 
to the raw images and do many kinds of processing it makes sense to store the extracted on the first 
“algorithmic” phase features of the individual objects. The image features data by itself are 
multidimensional and complex. In addition, different sets of image features could be added during some 
of the subsequent processing phases. The techniques of sparse tables, supported by NoSQL technologies 
seems suitable for the purpose. In essence, those technologies operate on the key-value pairs metaphor. 
Keys are indexed to enable fast search by key. The multiple values could be stored alongside with the 
image identifier used as a key. It is beneficial to use additional indices to enable search using different 
dimensions of the object. 

Apache HBase is a very rudimentary example of NoSQL technology, which does not support 
secondary indices, but is sufficient for simple retrieval. HBase could be co-located with Hadoop cluster, 
stores key-value sets right in HDFS. Other, more sophisticated NoSQL technologies like Cassandra [6] or 
Accumulo [7] support secondary indices, but require dedicated (not HDFS) file space to store key-values 
pairs. 

Processing 
 

When images appear in real time, either as single image or in a time series as in video, and 
immediate reaction is required, processing could benefit from the use of Streaming technologies. When 
immediate reaction is not an essential requirement, then processing would probably, be better performed 
in the Batch mode. 

Batch Processing 
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MapReduce may sound familiar to some professionals in image processing. It is a key algorithm used to 
distribute work around a cluster. The original concepts, calculation paradigm, and MapReduce framework are 
described in [8]. There is a very brief and simplified explanation of how MapReduce works: 

The Map. A map transformation transforms an input key/value to an output key/value: 
map(key1,value) -> list<key2,value2> 

− A map transformation returns a list containing zero or more key/value pairs: 

− The output can be a different key from the input 

− The output can have multiple entries with the same key 

The Reduce. A reduce transformation takes all values for a specific key, and generates a new list 
of the reduced output. 

reduce(key2, list<value2>) -> list<value3> 

The MapReduce Engine. “The key aspect of the MapReduce algorithm is that if every Map and 
Reduce is independent of all other ongoing Maps and Reduces, then the operation can be run in parallel 
on different keys and lists of data. On a large cluster of machines, you can go one step further, and run the 
Map operations on servers where the data lives. Rather than copy the data over the network to the 
program, you push out the program to the machines. The output list can then be saved to the distributed 
file system, and the reducers run to merge the results. Again, it may be possible to run these in parallel, 
each reducing different keys.” [9]. 
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Fig. 1. MapReduce Dataflow 

In a degenerate case sort and reduce case may be omitted. The Map-only jobs could be very 
efficiently used for image feature extraction of image transformation. 
 

data1
Map

Map

Map

data2

dataN

Split [k2, v2]Input [k1, v]

result1

result2

ResultN

 
Fig. 2. Map-Only MapReduce Dataflow Image Processing on Hadoop 

Hadoop installation could be used to process images out-of-the-box. As an example The New York 
Times used 100 Amazon EC2 instances and a Hadoop application to process 4 TB of raw image TIFF 
data (stored in S3) into 11 million finished PDFs in the time slot of 24 hours at a computation cost of 
about $240 (not including bandwidth) [10]. 

Another good example is Skybox Imaging – the using Hadoop for storing and analyzing satellite 
data [11].  

The frameworks like Cascading [12] may enable professionals in image processing to develop 
Hadoop applications easily by hiding unnecessary details and providing clean Java API. 

A specialized framework – HIPI – stands for Hadoop Image Processing Interface is a practical 
example of how to use Hadoop for image processing tasks in a distributed computing environment [13,14]. 
There are few challenges this implementation addressed: 
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− Number of files to store individual images can easily exhaust HDFS capacity, so it uses image 

bundles (HIB) instead. A HIB is a file, which contains a set of images along with metadata describing 

their layout. A HIB can be created from an already existing set of images or from stream 

− HIPI allows a user to select the images that meet a specified set of criteria. This additional 

processing step called Cull allows improving the efficiency of some jobs. 

 
 

Fig. 3. HIPI Dataflow 

1) Hardware acceleration for MapReduce 
 

Nowadays, specialized graphical hardware is widely used to speed-up calculation-intensive tasks, 
including image processing. The CUDA, stands for Compute Unified Device Architecture improves Hadoop 
overall performance. For example, mappers and reducers may send data to on-board GPUs. “From the 
parallel programming point of view, CUDA can help us to parallelize program in the second level if we 
regard the MapReduce framework as the first level parallelization.” [15]. This implementation uses JCuda – 
java bindings for CUDA [16]. 

This approach is beneficent for math-intensive task and useful for image processing, allows to 
increase performance and reduce power consumption [17]. 

Another one worthwhile to be mentioned is Mars – a MapReduce Framework on Graphics 
Processors, where MapReduce paradigm used to organize parallel processing [18]. 

It might be interesting to implement MapReduce using Hadoop and Mars with uniform parallelism 
where MapReduce engine will schedule execution of mappers, sorting, and execution of reducers using 
native GPU threads. 

2) Streaming 
 

The Streaming computational model is very simple: extract small input stream “batches” from input 
stream and minimize overhead per batch to make practical to process small batches. Most of Big Data 
streaming frameworks keep data in memory to satisfy low-latency requirements, for the obvious reasons it 
limits the batch size too. In order to cope with peak loads and to provide fault tolerance, streaming 
frameworks use intermediate messaging buffers like Kafka for to “replay” stream not-yet-processed 
portion of the stream.  

Among the popular stream processing frameworks Spark Streaming [19] is better suited to process 
image streams because of its ability of state full processing, fast recovery and high throughput. 

The key idea behind Spark Streaming is to treat streaming computations as a series of deterministic 
batch computations on short time intervals. The input data received during each interval is stored reliably 
across the cluster to form an input dataset for that interval. Once the time interval completes, this dataset 
is processed via deterministic parallel operations to produce new datasets representing program outputs or 
intermediate state. Thus, it avoids replication by using lineage for fault recovery. Spark cluster of 100 
nodes can process 6 GB/sec of data at sub-second latency (up to 70 MB per second per node). 

An implementation of any image processing algorithm could be easily “wrapped” in accordance 
with Spark framework and run on cluster, without taking care of work distribution, communication and 
fault recovery. It seems very natural to use CUDA on Spark nodes to speed-up video processing. 
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Search and Retrieval 
 

The challenges with the image data are not only associated with the size of the image data itself, but also 
that it is highly dimensional and complex. In order to efficiently retrieve needed object it makes sense to use 
object features (metadata), which usually are stored in NoSQL database in addition to raw objects. A simple 
object extraction can search through secondary indices, and then retrieve the raw objects found.  

One of the approaches to complex image searches uses notion of image similarity. Assessment of 
similarities between image features based on mathematical analyses, which compares descriptors across 
different images. Vector affinity measures such as Euclidean distance, Mahalanobis distance, KL 
divergence, Earth Mover’s distance are amongst the widely used ones.  

Query by Image retrieval is a classic example of a search task, when set of features extracted from a 
given image are used to fuzzy search in image features database using one or more abovementioned 
similarity metrics. 

Case-based retrieval is a more complex task; it is closer to the clinical workflow. A case description, 
with patient demographics, limited symptoms and test results including imaging studies, is provided (but 
not the final diagnosis). The goal is to retrieve cases including images that might best suit the provided 
case description. 

Both image-based and case-based retrieval could use machine learning. Mahout [20] could be used as 
scalable machine learning framework for classification, regression, and clustering. 
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Fig. 4. Biomedical Image Retrieval System 

Middleware 
 

It is a very important with a high volume of streaming images to reliably store them for further 
processing. A Kafka – a high-throughput distributed messaging system provides publish-subscribe service 
for Big Data ecosystem [21]. Kafka offers strong durability and fault-tolerance guarantees. Brokers in 
Kafka cluster can handle terabytes of data at speed of hundreds megabytes per second. Its performance 
grows linear. It could perform simple transformation like format conversion on a fly. It integrates well 
with other Big Data technologies, for example, can read/write from/to HDFS. The streaming systems like 
Storm or Spark could be used for further processing after Kafka since they can consume from Kafka and 
manage the processes doing the consuming. 
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Data Science and Analytics 
 

There is a difference between capturing images into a Big Data store and getting value of their 
incredible potential. The Big Data’s value can be utilized by intelligently presenting it in relevant and 
contextual to the problem way. 

As example, Skybox customers can then embed their own algorithms in the company's platform 
and use the analytics engine to crunch the data for their own purposes. Agriculture clients can monitor 
crop yields. Shipping and supply chain companies can monitor vehicles. Oil and gas companies can 
evaluate land areas. All of this is based on looking for changes in imaging data by using Hadoop for 
analytics [11]. 

As for biomedical imaging, besides storing, searching and retrieving the images, efficiently 
handling large volumes of medical imaging data and extracting potentially useful information and 
biomarkers could be beneficial to: 

− improve early detection, diagnosis, and treatment; 

− predict patient prognosis; aggregated data are used to spot early warning signs and mobilize 

resources to proactively address care; 

− increase interoperability and interconnectivity of health care (i.e., health information 

exchanges); 

− enhance patient care via mobile health, telemedicine, and self-tracking or home devices. 

Conclusion 
 

Big Data gives application a freedom of scaling with virtually unlimited space and computing 
horsepower. The value of Big Data technologies is in their ability to distribute a very complex image 
processing algorithms to the computer clusters and at the same time to avoid complexity of distributed 
calculations. The developers can concentrate on application since they are not required to take care of all 
issues associated with tasks distribution, inter-process communication, synchronization over the network 
and fault tolerance. 
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A method is proposed for coarse segmentation of lung regions on CT images in the presence of lung 

pathology. The goal of the approach is to coarsely extract lung regions using only the skeleton (basically 

ribcage), thus eliminating most of the difficulties of pathological lung segmentation. The method is based on a 

model of elastic deformable surface, which tends to iteratively fit the ribcage. The method demonstrates good 

results in the task of segmenting images of lungs, strongly affected by a disease, what is important in terms of 

automated computer analysis of lung diseases. 

Introduction 

The problem of extraction of regions of interest is usually considered as a preprocessing step in 
various image analysis algorithms. In this context the task of lung segmentation on three-dimensional 
computed tomography (CT) images is of great importance in medical image analysis. A lot of work was 
done in order to achieve high-performance robust solutions for extracting lung regions on CT images 
[1–3]. In the case of healthy patients, lung segmentation on CT appears to be not so difficult due to 
large intensity differences between lung regions and surrounding tissue. Thus adaptive thresholding 
followed by morphological operations may lead to reasonable segmentation quality. 

However in the case of pathology (e.g., pneumonia, fibrosis, tuberculosis, etc.) the task of 
extraction of correct lung regions becomes challenging. Being applied to images with pathology, 
conventional methods usually leave some lesion parts out of segmentation. Various approaches were 
developed in order to overcome the disadvantages of traditional lung segmentation methods [4–8]. In [4] 
the authors propose the segmentation method based on elastic registration of CT lung atlas to a target 
image of pathological lungs. In [7] and [8] the ribcage shape is used to set the initial iteration of the 
corresponding dynamic model (Snake Model and Active Shape respectively) which is used for further 
lung segmentation. Utilizing ribcage within the lung extraction process makes the corresponding 
algorithm more robust because ribcage is usually not affected by diseases and it can be easily extracted 
from images. In this regard, using ribcage for lung segmentation on CT images looks promising. 

The main idea of the method proposed with this paper is to examine how well pathological lungs 
on CT images can be extracted using only the information about skeleton structure. Considering only 
high-density structures with intensity > 450 Hounsfield Units (HU) we can automatically avoid most of 
the challenges caused by the presence of pathology. In some cases lung disease leads to high-density 
structures inside the lung (e.g., calcifications). However, the proposed method appears to be insensitive 
to these minor changes of image structure. Thus, the goal of our method is to perform coarse 
segmentation of pathological lungs on CT images using only information on dense structures present on 
images (ribcage, spine and other bones). Focusing on analysis of lung pathology here we do not claim 
extraction of accurate lung regions. Instead we allow the final segmentation to capture some inner 
organs (trachea, heart, parts of stomach), expecting the method to segment most of the lesions. 

In this paper, the segmentation is performed with use of energy-minimizing restricted active surface 
model similar to active contour. The shape is initialized near the ribcage and its evolution is guided by 
cost function considering internal and external energy. In contrast to conventional active contour, here 
external energy is defined by averaged bones intensity rather than gradient magnitude. The method is 
tested on CT images of pathological lungs taken from publically available image database [9]. 

1. Materials 

The dataset used for testing our method consisted of 149 CT chest scans of tuberculosis patients. 
Three-dimensional CT images consisted of axial slices of size 512×512 pixels. The number of slices 
varied from 100 to 250 depending on scanning parameters and slice thickness (2.5 mm or 1.25 mm). In 
addition to original images (fig. 1, a) for each case three versions of segmentation were available: 
automated segmentation of lung regions based on adaptive thresholding and morphological operations 
(fig. 1, b), semi-automated lung segmentation (fig. 1, c) and manual segmentation of lesions and 
surrounding tissue (fig. 1, d). Semi-automated segmentation, which is considered as ground truth with this 
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study, consisted of two major steps: threshold-based automated segmentation followed by manual 
corrections of segmentation mistakes. 

    

a)               b)               c)            d) 
Fig. 1. Example slices of original image (a) and its segmented versions:  

automated threshold-based (b), semi-automated (c) and manual lesion segmentation (d) 

2. Methods 

In this work, a restricted deformable model is used for coarse segmentation of lungs using ribcage. 
The model incorporates a deformable surface represented by a set of vertices and edges. The evolution 
(deformation) of the surface is controlled by a cost function. By saying “restricted” we mean that each 
vertex is allowed to move towards only the predefined directions – along the line connecting the 
considered vertex and a reference point called “center”, which is not necessarily the geometric center of 
image (fig. 2, a). Thus, each vertex has only one degree of freedom instead of three. This restriction 
makes our model more stable and easy to control. However, it goes only under assumption that the shape 
of the region of interest to be extracted is simple enough. 

   

a)                                                         b)                                               c) 
Fig. 2. Deformable surface: scheme of deformation (a), homogeneous spherical surface (b),  

deformed surface representing segmented lungs (d) 

The proposed segmentation algorithm includes the following major steps: 

– extracting bones, image preparation; 

– generating homogeneous spherical surface; 

– setting the initial iteration; 

– iterative deformation of the surface; 

– converting the final surface shape to raster mask. 
Thus the final shape of the surface which best fits the ribcage while remaining smooth enough 

corresponds to the extracted lung region. 
Image preparation step implies the extraction of high-density structures (ribcage, spine and other 

dense objects) present on the image and calculating the map of so called “closeness” to the ribcage for 
every image voxel. This is done by performing the following simple operations: binarizing the image 
using fixed threshold (450 HU), Gaussian smoothing (with STD = 6.5 mm), limiting the obtained values 
(to somehow equalize thick and thin bones’ contribution) and another Gaussian smoothing (smoothed 
field is suitable for gradient-descent minimization method). Applying the threshold of 450 HU almost 
completely eliminates the effects, appearing in the case of lung pathology (except for calcifications). With 
this preliminary study we didn’t try to remove any undesired high-density objects like bench or 
calcifications, what makes our current task a bit more difficult.  
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The shape of the active surface used for segmentation originates from homogeneous sphere surface, 
i.e. when not deformed all faces (triangles) of the surface should be equal. For this purpose we utilize the 
method of quasiregular tesselation of a sphere proposed in [10]. Thus, all the edges of the surface have 
almost the same length what makes our surface isotropic. In our case the obtained sphere surface 
contained 642 vertices connected by 1920 edges, which formed 1280 faces (fig. 2, b). 

The cost-function to be minimized by the deformation process includes two terms which consider 
internal (elasticity) and external (“closeness” to ribcage) moving forces: 
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where fin and fex denote terms, corresponding to internal and external forces respectively, α – weighting 
coefficient, x is a vector of n arguments which control the positions of vertices, n and m being the 
numbers of vertices and edges respectively, vi represents i-th vertice, ej represents j-th edge, C(v) denotes 

the value of closeness to ribcage and 
2

e  is the squared length of edge. Thus, our surface tends to get 

closer to the ribcage with minimum tension. 

The initial iteration (initial surface) is set up in two steps. On the first step we coarsely find high-
density structures by minimizing cost-function for each vertex separately with α = 0 (eliminating the cost-
function elasticity term). Then the coefficient α is set to the needed positive value and the procedure is 

repeated. The form of cost-function used with this study allows us to draw partial derivatives 
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therefore finding x which minimizes the cost-function was performed via gradient descend method. 
Finally, image voxels which correspond to the interior of the deformed surface constitute the region of 
interest, i.e. coarsely segmented lung region. Example of the deformed surface is shown in fig. 2, c. 

3. Experimental results 

The lung segmentation method proposed was tested on the whole dataset of 149 CT scans. 
In different cases lungs were affected by disease at different extent, from small nodules to lung collapse 
and large fibrosis regions. The performance of our method was compared with an automated method 
based on thresholding and morphological operations (fig. 1, b) by means of calculating the following two 
indices. The first one is segmentation agreement which is helpful for general assessing of segmentation 
quality: 

Θ+Ω

ΘΩ
=

Ι2
SA ,      (2) 

 

where Ω corresponds to tested segmentation, Θ represents segmentation ground truth (semi-automated 

segmentation), Ι  is intersection and •  denotes regions size. The other index is important in terms of 

analysis of lung pathology and estimates the size of lesion part left outside of segmented region: 

Θ

∆Ω
=

Ι
Miss ,      (3) 

 

where ∆ corresponds to manually segmented lesions (fig. 2, d) and Ω  is exterior of Ω . 
Fig. 3 demonstrates some segmentation results of the proposed method in comparison with 

threshold-based approach. Here we see that even significant changes in lung anatomy caused by diseases 
do not influence the segmentation results. However the method includes some mediastinum into the 
segmentation. Thus, segmentation agreement between the proposed method and ground truth 
segmentation is rather low (average 0.76 in contrast to 0.98 for threshold-based method). 

Fig. 4 shows that traditional threshold-based method often leaves significant parts of affected lung 
regions outside of segmentation. With this respect the proposed method performs significantly better (better 
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in 87 cases out of 149), what is important for automated analysis of pathological lung images. Average 
lesion miss index for our method is 0.0038 in contrast to 0.061 for threshold-based one. 

 
a)                                          b)                                         c) 

 

d)                                      e)                                     f) 

Fig. 3. Slices of original images (a, d), their threshold-based segmentation (b, e)  
and segmentation by the proposed method (c, f) 

 
Fig. 4. The performance comparison of lung segmentation methods 

Conclusion 

The approach for pathological lung segmentation suggested with this study may be considered as a 
promising tool, useful for computer analysis of lung diseases. The segmentation result, produced by the 
method, is almost not influenced by any pathology. 

However the method has disadvantages and its performance needs to be improved. 
This work was partly funded by the National Institute of Allergy and Infectious Diseases, National 

Institutes of Health, USA through the CRDF project BOB1-31120-MK-13. 
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The image simulation model is developed to simulate the three-channel fluorescence microscopy 

acquisition systems. The model is used to compare two advanced image analysis methods, realized in the 

software packages CellProfiler and CellDataMiner. The developed model allows to simplify and to make the 

best selection of the segmentation method to process specific fluorescent images of cancer cells in three-

channel experiments. The CellDataMiner method shows more sufficient results than CellProfiler method for 

object localization and segmentation accuracy. 

Introduction 

Immunohistochemestry (IHC) is a well-established imaging technique that exploits intensity of 
staining dyes in tissue images to quantify the protein activity related to cancer development [1]. Even though 
there are a lot of flexible tools for automated analysis, the complexity and diversity in microscopic image 
data makes the developing suitable data analysis workflows as a challenging task [2]. 
The corn stone in the development in any image analysis technology is the need to study the modern and 
uprising algorithms thoroughly on a broad set of the reference experimental data, which are, in most cases, 
technically difficult or impossible to obtain. This problem can be successfully solved using synthetics 
images. 
In this paper we present the simulation model developed to reproduce the fluorescent images from the 

three-channel acquisition microscopy systems with aim to compare efficiency of two advanced image 
analysis methodological approaches realized in the software packages CellProfiler and 
CellDataMiner [3, 4]. 

1. Protocol 

The images, we consider, are three-channel slides (RGB colors), where the red channel is reserved 
for the protein estrogen receptor labeled by cyanine 5 dye (Cy5, λexc = 654 nm, λem = 673 nm). The red stain 
reveals the protein activity in cancer nuclei. The blue channel is reserved for the emission of molecule 
DAPI, representing the DNA area (DAPI, λexc = 358 nm, λem =461 nm). Information on cytoplasms of 
cancer cells are collected in the green channel and formed by strong labeling Cy3-conjugated secondary 
antibody ( Cy3, λexc = 493 nm, λem =518 nm) [5]. 

2. Simulation model 

The flowchart of the fluorescent image simulation integrates the simulation of the ideal image and its 
distortion with the effects, which appeal during the image acquisition process [6]. The flowchart allows to 
simulate the cell population, where the each cell consists of two elements, where they are the cytoplasm 
and nucleus. As  result the simulation of the single cell is the representation of its shape and intensity 
structure of cytoplasm and nucleus.  
Assume that the shape of the cell elements is determined with the circle, where its radius is said with the 
normal distribution. Hence the pixel coordinates of the nucleus edge are described with the equation 1 
 

cos(θ ) and sin(θ ),n n n n
ij i j ij i jx r y r= ⋅ = ⋅

        
(1) 

 

where j is the index of the pixel on an edge, j=1,2,…,K, K is the number of the pixels on an edge, θj – the 

angular coordinate for the j-th pixel, i is the index of the current cell, 
n

i
r  is the radius of the i-th cell. 

The parameter β is used to simulate the edge of the cytoplasm, it allows to vary its radius during the 
construction. The coordinates of the cytoplasm are determined with the following equation 
 

ξ cos(θ ) and ξ sin(θ ),c c c c
ij i j ij i jx r y r= ⋅ ⋅ = ⋅ ⋅

        
(2) 
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where j is the number of the pixel on the edge, j=1,2,...,K, K – is the number of pixels on the cytoplasm 

edge, θj is the value of the angular coordinate for the j-th pixel, i is the number of cell, ξ is the uniform 
distributed random variable at [–β,β].  
In order to simplify the simulation, the fluorescent intensity is assumed to be said with normal distribution 
N(µ = 1/2, D = 1/6) and it does not depend on the remoteness from the center of the object. As result the 
pixel intensities are distributed among 0 and 1. 
The parameter nc controls the number of clusters. The localization of the clusters is determined randomly 
and it is assessed with centers of the clusters. The cells, that belongs to the cluster, are normally 
distributed around it with the normal distribution N(0,σc

2). The coordinates of the i-th cell are determined 
by  

and ,i k i kX X z Y Y z= + = +
          

(3) 
 

where Xk,Yk  are coordinates of the k-th cluster, z is the realization of the random variable with the normal 
distribution N(0,σc

2). 
As the cell populations can be compactly distributed in the image, they may be overlapping. The 
overlapping is estimated as 
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(4) 

 

where Rl, Rm are the areas of the pixels occupied with l-th and m-th cell accordingly, l,m=1,2,…,K. If Llm 
is more than threshold value L*, the new location for the m-th cell is determined [4]. 

The main distortions are caused by the photomultipliers at the acquisition system or by the three-
dimensional structure of the specimen. The images of the objects that are not at the focal plane of the 
microscope are registered degraded.   The Point Spread Function (PSF) is defined to simulate the 
degradation of the object registration and it is said with the equation 5 [6]: 

 

2 2

2

0,5
( , ; , ) exp( [( ) ( ) ]),

σ ( , )g

PSF x y a b x a y b
a b

= − ∗ − + −
   

(5) 

 

where the level of the degradation is controlled by the value σg
2(a,b), a and b are the cemter of the PSF. 

The noise from the photomultipliers is simulated as the addition to the image Ig where the pixel intensities 
are said with the normal distribution  Ng ( 0,σd

2) to the initial image I. 
As a result the simulated image is described with the equation 6: 
 

,
( , ; , ) ( , ) ,ga b G

I PSF x y a b I a b I
∈

= +∑$     (6) 

 

where G is the set of the pixels around the degraded pixel. 

3. Image analysis methods 

We studied two modern methods for localization and segmentation accuracy on the simulated and 
real fluorescence images of breast cancer cells. The performance of the CellDataMiner technique was 
compared with the known semi-automated technique, realized in the software CellProfiler [3]. 

Algorithms  
The CellProfiler (CP) exploits the standard methods to segment objects. However, it does not 

reflect the local image heterogeneity. In order to segment the nuclei we used the mixture of Gaussian 
adaptive thresholding at blue image component. The clumped cells were separated with the watershed 
method by the intensity profile of the blue channel of the image [3]. 

The second method (CDM, taken from the CellDataMiner) is fully-automated [4].  It extracts the prior 
information about studied objects from the image heterogeneity. Firstly, it extracts the information about the 
objects during the tumor segmentation. Simultaneously the method determines the partition for the adaptive 
segmentation. Secondly, the method determines the nuclei in the image based on the standard methods of 
segmentation such as the Otsu adaptive thresholding, watershed segmentation and Voronoi diagram. 
Finally the morphology based method is applied to improve object edges [7]. 

Criteria 

First the algorithms were tested to their localization properties by four features: 
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1) part of the missed objects εm, that reflects the relative number of missed objects for each image; 

2) part over segmented εo, that assesses the relative number of over segmented objects during the 
over segmentation; 

3) part of the clumped objects εc;  

4)  part of the false segmented objects εf, that reflects the number of objects classified as nuclei 
when there are indeed not. 

The total localization error reflects the sum of all localization errors  
 

ε = εm + εo + εc + εf.     (7) 
 

The second criteria that characterizes the algorithm quality is a segmentation accuracy δ [3]. It is 
sufficient to exploit only for the correctly localized objects. For each segmented object it can be calculated 
as  

( , )
δ (1 ),

( , )

xor R A

or R A
= −

∑
∑

     (8) 

 

where R is a binary image, where pixels belonging to the reference manual nucleus are set to 1, and A is a 
binary image, where pixels enclosed by the nuclear boundary provided by the automated procedure are set 
to 1. As the each image contains about 600 validated objects it is sufficient to calculate the mean value Mδ 
of the estimates δ  as a parameter for the whole image. 

4. Results 

The three sets of the images were simulated. The each set contains 38 images, where the parameter 
σd was varied among 0 and 0.3 (at arbitrary units).   

The following parameters were set: nC = 2, the number of cancer cells ntum=1200, L=0.1, 
5≤r

n
tum≤28, the number of non-cancer cells nh = 1000, 5≤r

n
h≤35, the non-cancer cells do not overlap. 

The results of the study for both methods are presented in figure and tables 1 and 2. 
 

 
a)               b) 

The total localization error ε (a) and mean segmentation accuracy <δ> (b) for CP and CDM 
According to the received data the CP allows to process data, where the σd is among 0 and 0.03, 

when the CDM works among 0.002 and 0.25. The total  localization error ε for CP is from 0.3 to 0.6, on 

the other hand its value for CDM is from 0.1 to 0.2. The estimate εm  forms the major contribute to the 
localization error for the CP (table 1). The segmentation accuracy decreases, when the noise increases, 
when the σd=0.02 the segmentation accuracy dramatically decreases (fig. b). 

Table 1 
The localization errors for CP 

CP 

σd εm εo εc εf ε 

0 0.359 0.010 0.050 0.004 0.424 

0.002 0.198 0.011 0.062 0.007 0.278 

0.005 0.252 0.007 0.080 0.007 0.346 

0.007 0.227 0.011 0.085 0.006 0.329 

0.009 0.238 0.007 0.083 0.008 0.336 
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0.010 0.257 0.013 0.076 0.006 0.352 

0.020 0.254 0.004 0.095 0.007 0.360 

0.030 0.540 0.002 0.000 0.312 0.855 

0.040 ∞ ∞ ∞ ∞ ∞ 

The εm, εo and εc increases as the noise value increases for CDM (table 2). The εf decreases, when σd 

is less than  0.004; if  σd is less than 0.125 it reduces; and it dramatically increases when σd is more than 

0.125. The mean segmentation accuracy <δ> for CDM does not depend on the noise level along the 

working range and it is 20% higher than <δ> for CP. 
Table 2 

The localization errors for CDM 

CDM 

σd εm εo εc εf ε 

0 – – – – – 

0.002 0.0032 0.0283 0.436 0.0049 0.4724 

0.005 0.0052 0.0087 0.145 0.0018 0.1607 

0.010 0.0043 0.0035 0.1146 0.0013 0.1237 

0.050 0.0058 0.017 0.0569 0.0008 0.0805 

0.100 0.0092 0.0084 0.0485 0.0007 0.0668 

0.150 0.0061 0.0069 0.2455 0.0026 0.2611 

0.200 0.0038 0.0084 0.08 0.001 0.0932 

0.250 0.0254 0.0679 0.0133 0.0029 0.1095 

Conclusion 

The simulation model allows to objectively assess the localization and segmentation accuracy. 
It allows to study the peculiarities of the segmentation methods and to determine the working range for 
the studied methods. The fully-automated method realized at CellDataMiner shows more sufficient results 
for object localization and segmentation accuracy. Also it may be exploited at more broad noisy range 
than the method realized at CellProfiler. 
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Fluorescence confocal microscopy combined with digital imaging constructs a basic platform for 

biomedical and pharmaceutic research. As the studies relying on analysis of digital images have become 

popular, the validation of image processing has become an important topic, where manual validation is 

impractical. Even though there are specific tools to simulate images from high-throughput microscopy systems 

based on fluorescent techniques, they are not applicable for the confocal image simulation. We present a 

simulation platform for generating synthetic confocal images of fluorescence-stained object with realistic 

properties. 

 
Introduction 

 
The Fluorescence Confocal Microscopy (FCM) allows the selection of a thin cross-section of the 

sample by rejecting the visual information coming from the out-of-focus planes. However, the small 
amount of energy radiated by the fluorophore and the huge light amplification performed by the photon 
detector to capture this visual information introduces a type of multiplicative noise described by a Poisson 
distribution [1]. 

High-complex image denoising tasks often make the implementation of static and predefined 
processing rules a cumbersome effort. The application of the respective algorithms to different markers or 
cell types then often requires parameter tuning or even re-programming of the software. Manual 
adaptations, however, are tedious and provide major obstacles, owing to the limited knowledge about the 
mathematics behind the image analysis algorithms [2]. 

With the simulated images, the validation can be carried more efficiently due to available ground-
truth information. Simulation allows the validation with such a large amount of data not reasonable to 
achieve with the real experiments. There are a lot of flexible tools for the fluorescent image simulation; 
however they are not applicable for the FCM [3, 4]. 

1. Simulation pipeline 

 
The image simulation is a multi-step process, where each step is involved in the image acquisition of the 
typical fluorescent microscopy experiment. First, the ideal image is generated. It contains the desired 
population of fluorescently labeled cells. Second it is degraded by the errors received from the 
measurement system. 

The ideal grayscale image consisted in a big circular mask filled in a special texture together with 
or without two circular and square ideal objects.  

The texture simulation is based on the Perlin noise [5]. The texture t in the location (x,y) is defined 
as  

1

0

( , ) η (2 )
n

i i

xy

i

t x y B p
−

=

= +∑ ,                    (1) 

 
where a weighted sum of n octaves of basic noise function ηxy(·), producing noise with given 
frequency, is calculated. The scaling of noise function is controlled with the persistence parameter p, 
and the bias with B. The different examples of the simulated structure are shown below. 

The ideal image can contain the background simulated as the stripped pattern, where the length of 
strips is described with the normal distribution from Lmin to Lmax. 
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Fig. 1. Examples of the structure 

 

Thereby the ideal image model is determined with the following parameters: the size of the image 
L, the radius of the circle R, the minimum intensity of the background Ib

min, the maximum intensity of the 
background I

b
max, the minimum length of the background strip Lmin, the maximum length of the 

background strip Lmax, persistence p, number of octaves n. 
The ideal objects which can be added to the constructed image are the circle and the square, the 

diameter and side length are the half of R. 

After the ideal image was simulated, it is corrupted with the Poison noise. Before adding the noise 
the image is scaled in the range among 0 to peak. The noise is applied as 

 

( , ) α ( ( , )),

( ( , ) 0) ( , ) 0,

( ( , ) ) ( , ) 255,

I x y P t x y

If I x y I x y

If I x y peak I x y

= ⋅

< => =

> => =

      (2) 

 

where a discrete random variable P is said to have a Poisson distribution with parameter t(x,y), α is a 
scaling factor.  

2. Denoising methods 
 

Nonlocal means (NLM) filter 
The NL-means filter [6] is an evolution of the Bilateral filter which averages similar image pixels defined 
according to their local intensity similarity. The main difference between the NL-means and this filter is 
that the similarity between pixels has been made more robust to noise by using a region comparison, 
rather than pixel comparison and also that matching patterns are not restricted to be local. Thus, NLM 
filter is a nonlocal patch based filter. The idea of NL-means filter is based on the fact that every small 
window in a natural image has many similar windows in the same image.  
Main algorithm has four parameters: 
PatchHalfSize – size of the patch window f, 
WindowHalfSize  – size of the neighborhood (research) window r, 
Sigma – standard deviation of Gaussian domain weights, 
h –bandwidth (smoothing parameter) of range weights. 

BM3D 
The BM3D algorithm [7] uses grouping of neighborhoods whose surrounding square supersets have 

been found similar by a block-matching procedure. The data defined on these grouped neighborhoods is 
stacked together, resulting in 3D-data structures characterized by a high correlation along all the three 
dimensions. 3D-decorrelating transform, DCT and a 1D-orthonormal transform, and subsequent 
attenuation of the noise by spectrum shrinkage with hard-thresholding or Wiener filtering is then applied 
to 3D-structures. Inversion of the 3D-transform produces individual estimates for all grouped 
neighborhoods. These estimates are returned to their original locations and aggregated with other 
estimates coming from different groups. 

The method has a number of adjustment parameters but almost all of them can be set to some 

predefined values. Therefore, it has one adjustable parameter: Sigma – standard deviation σ of noise. 
Wiener filter 

This filter filters the image using pixelwise adaptive Wiener filtering, using neighborhoods of size m-by-
m to estimate the local image mean and standard deviation. The additive Gaussian noise is assumed in 
input data. The Wiener filter is the adaptive range filter and therefore should produce better results.  
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It has just one parameter: 
WindowSize  – size of the neighborhood window. 

3. Denoising quality criteria 
 
Let assume that zij, yij, ɛij are respectively pure, noisy and denoised pixels with coordinates i, j. For 

the Poisson statistics the following criteria can be used: 
1. Maximum Likelihood Estimation for Poisson noise statistics (MLEP): 
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where xij denotes either yij or ɛij for noisy and denoised images respectively. 

2. Structural Similarity Index (SSIM) (ranged from 0 to 1) [8]. 
3. MLE Poisson residuals between noisy and denoised images 

 

))/ln((2*

*)(
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,      (4) 

 

where xij denotes either yij or ɛij for noisy and denoised images respectively, function sign(x) is equal to -1 
in the case of negative x and 1 otherwise. In a case of perfect denoising residuals should not show any 
structure of the denoised image.  

4. Visual (expert) comparison of denoised and pure initial image. 

4. Simulated images 

The simulated images can be exploited to compare algorithms for their effectiveness for image 
processing. Here there is the example of the usage of the simulated images to validate methods for their 
application to remove Poisson noise. 

The example of the simulated image is shown in the fig. 2. 
 

 

Fig. 2. The ideal image 

The image is corrupted with the Poisson noise of peak is 22, α is 10. The intensity values are in the 
interval from 0 to 255. An example of the corrupted image is shown in the fig. 3. 
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Fig. 3. Image corrupted with the Poisson noise 

SSIM among pure image and noised image is 0.424, MLEP is 12.25. 

Results 
 

As the initial methods are developed for the Gaussian noise the anscombe transformation was used 
to adapt them for method application [9].  

The result of denoising by NLMeans filter is shown on fig. 4, 5. Edges of ideal objects are blurred. 
The texture of the main object is not well restored and blurred. 

 

 

Fig. 4. Image restored with NLMeans 

 

The image of residuals is full of strips from the background. The edges of the main objects are also 
visible.  

 

Fig. 5. The residuals for NLMeans method 

 

The result of denoising by BM3D filter is shown on fig. 6, 7. All edges are clearly represented 
without artifacts and blurring. At the same time it should be noted that the texture within the big central 
object was not recovered well.  
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Fig. 6. Image restored with BM3D 

 

The image of residuals contains well-visible strips form the dark parts of the original image. 

 
Fig. 7. The residuals for BM3D method 

 

The result of denoising by wiener filter is shown on fig. 8, 9. The wiener filter passes some artifacts 
on the edges of the objects and the texture within the big central object was not recovered well.  

 
Fig. 8. Image restored with wiener filter 

 

The image of residuals contains well-visible strips form the dark parts of the original image. 

 
Fig. 9. The residuals for wiener method 

The numerical results of the method validation are shown in the table. They correspond with the 
visual overview of denoising results. 
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Method\Metrics MLEP SSIM 

NLM 3.5 0.786 

BM3D 2.46 0.885 

Wiener 5.54 0.695 
 

The denoising methods reduce the MLEP in 3 times. The better results were received for the BM3D 
approach for both criteria. The worse results are received for the wiener filter. The numerical results are 
improved with the visual compare. 

 

Conclusions 
 

The usage of simulation data allows to determine the benefits and drawbacks of the exploited 
methods, that is not possible to extract by real data. It is suggested that the BM3D has more sufficient 
results at image denoising at it have less artifacts than NLMeans and wiener filter.    
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A physiological principle of pictorial information encoding in the brain is being considered in the given 

paper according to a informatics approach. It can be called as “place encoding”. Based on the theory on 

encoding and modeling the prototype, it has been proved that this principle that occurred in the brain is another 

unique method of encoding and decoding information. An encoded physical phenomenon is not replaced in the 

brain by a mathematical symbol, but by an analogous physical model. The given principle of encoding can be 

implemented in a person’s brain just due to the fact that while reproducing the genetic mechanism provides 

anthropomorphism. The physical similarity of a data medium (brain) structure characterized for all the 

representatives of the whole mankind. 

. Introduction 

Material things which a person deals with, are differed in their size, surface texture, color and 
especially in their shape. People distinguish objects according to their shape very easily. However, the 
coding principles of three-dimensional objects shape, its memorization in the brain are still unknown [1, 
2]. There is an unsettled question in cognitive psychology regarding a way how a visual image of a 
three-dimensional object, its shape is encoded in the brain. At the initial stages of visual information 
processing in sensory areas of the visual cortex the evaluation process concerning the length, slope, 
orientation, the lines thickness and curving, the angles, the outline closure takes place for a short time 
[3, 4]. 

1. Two appropriate tasks for analogous shape encoding 
In accordance with our hypothesis, there are mechanisms of not digital but analogous processing of 

three-dimensional shape, their comparison, assessment of the different shapes similarity in the brain.  
Studying these mechanisms based on the coding theory is considered to be a topical issue in 

connection with two important technical challenges: automatic images recognition presented in 3D 
dimension and the creation of “imaged” Internet. Automatic recognition of visual images has become 
more complicated while moving it from a two-dimensional representation of a recognizable object into 
three-dimensional representation of its shape.  

2. The physical topology model of a 3D object shape  

In natural sciences along with the widespread mathematical models a concept of a physical model is 
preserved. In the last case, some separate physical features of a prototype are carried from a prototype into 
a model, therefore the model can be considered as a “working” model. How a loss of information about a 
prototype can be understood while transferring from a physical to a mathematical model? It would seem 
that it is possible to transfer these data regarding a prototype and its environment into a digital model of 
an object. It is feasible but to some extent when it is not concerned to the degrees of freedom modeling, i.e. 
prototype kinematics, the degrees of freedom of its environment, flexibility, plasticity of their different 
parts, their aggregate states. Automatically a digital algorithmic mathematical model is to establish all 
combinations of degrees of freedom of a prototype initially. 

However, the amplitude and direction of the degrees of freedom of an object and its parts can be 
varied so that a number of their combinations becomes endless. And in order to avoid it, the physical 
model intelligently saves only information about the alphabet and grammar of the compatibility of these 
degrees of freedom in the substance physics. It stores the information economically encoding it by “place” 
by means of the physical copy of topology, kinematics, a physical state of the prototype.  

At the same time a disadvantage of physical model is that it is “matter-dependent”, in comparison 
with a digital, only algorithmic one. The physical model requires a physical media in the shape of strictly 
regulated substance for reproducing the recorded information in it.  As opposed to it, the digital model is 
easily replicable; being an algorithm, it becomes “matter-independent”. 

3. “Place-based” coding principle in the brain as a principle of physical modeling 
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While studying the processes of image information encoding in the brain, a psycho-physiological 
principle, so-called as “place-based coding” or “vector” encoding that was previously unknown, has been 
discovered [2, 4, 5]. In accordance with the approach of informatics, this principle is precisely can be 
considered as a coding principle by means of physical modeling. The existence of the principle has been 
proved experimentally in neuroscience by E. Sokolov’s scientific school. However, its essence remains 
unclear in terms of information theory. E. Sokolov’s principle of “place-based encoding in the brain” was 
introduced in contrast to the principle of “chain neurons encoding”, i.e. algorithm-based encoding.  
Processing of not all information perceived but only the image one is based on place encoding. A 
mechanism of place-based encoding is connected with the local neurons stimulation in the brain in 
specific local physical areas of the brain. Stimuli being perceived during a child’s development, 
depending on their different physical characteristics are taught by various detectors in neuronal layers to 
respond to the same stimulus, monotonous, in a strictly constant, but different parts of the brain.  

Based on this principle, the location of the neuron in the space of sensory and motor cortex of the 
brain encodes the specifics of the information that it stores. Neurons-detectors that different depending on 
their place, form a “screen” of neurons or a local analyzer. Within its boundaries anatomical distance 
from one neuron to another stores the information about the degree of dissimilarity of the “quality” of the 
two types of information. While images training, a feature space is formed in the brain in a three-
dimensional physical space of neurons according to which the image information that is stored in different 
neurons is varied. 

Geometric interpretation of the local analyzer is a sphere, on the surface of which point detectors 
are located. The vectors from the center of the sphere produce azimuth angles between themselves 
towards detectors.  

It was discovered experimentally that the distance-chords between the detectors on the surface of 
the sphere encode the degree of difference of mental characteristics of stimuli. And the azimuth angle 
between the vectors of detectors encodes the distance of physiological locations of these neuron-receptors 
in the brain. Thus, according to the principle of a place coding, an anatomical and morphological position 
of one neuron relative to the other one neuron in the brain creates a possibility of a vector encoding by 
means of an azimuth angle of the perceived degree of dissimilarity of different objects, including their 
shape. 

An experimental method on how to determine the value of azimuth angle between the vectors of 
evoked potentials of the electroencephalogram for a particular person. A method on how to determine the 
value of the chords using the method of multidimensional scaling as well. Similarly chord value reflects a 
stimulus frequency tangling with one other. The beginning of the azimuth axes positions can be identified 
by the absence of a vector drift when a long-term adaptation of a local analyzer. Detectors of lower levels, 
characterized by slight features, raised, provide signals on the following screens of detectors, however, 
specialized in allocation of larger features, either the whole phenomena, such as a human face, geometric 
shapes, types of emotions, phonemes. Because of this there is a perception of objectivity. 

The hypothesis can be considered as the assumption that the principle of place-based encoding is 
used while comparing objects with one other according to their shape. Such a principle of topological 
encoding of an object shape with a “neuron place” in the brain allows to estimate in a metrological way a 
degree of physiological arousal proximity of the " shape" of different neurons and, therefore, different 
geometric shapes that can be learned by the subject.  

As a result, “the closeness of shape” because of anthropomorphic similarity of the brain in different 
individuals becomes measurable in a metrological way. This measurement is performed by means of the 
azimuth angle in a “spherical model” of the “neurons shape” field. 

 

Conclusion 

The paper shows that place-based coding is expressed in the creation of not a mathematical, but a 
physical model for the prototype. Place-based coding in the brain is a previously unknown unique case of 
information encoding and decoding in the brain. It is characterized by the fact the first signal spatio-
temporal physical phenomena that are remembered by the brain, are encoded not metric scales, but a 
physical model. This principle is implemented in a person’s brain because its genetic mechanism, while 
reproducing, provides anthropomorphism, i.e. a physical resemblance to the structure of the brain as an 
information medium for all members of the human race. 

The encoding principle by means of a “physical space” can be proved in the phylogenesis of the 
brain of the higher animals. It allows members of the same species, different individuals with the same 
anthropometry of the brain, according to the anthropometric criteria to compare a shape of various objects 



 
170 

in everyday use in an analogous and approximately in the same way to estimate dissimilarity of the 
topology of their shape.   
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A function of two variables distorted by a known linear operator and additive noise is usually used in 

the problem of image restoration. It was shown that to solve the problem metrical as well as topological 

characteristics of a function of two variables should be used. In the paper with the help of frequency analysis 

we derive conditions when the gradient decent method is able to restore images. Computer simulation results 

are provided to illustrate the performance of the gradient decent method for restoration of uniformly blurred 

signals. 

Introduction 

Numerous papers on image restoration consider the restoration of functions distorted by a linear 
operator using different variations of the gradient descent method [1–4]. In this paper, analysis of the 
gradient descent method for image restoration is performed in order to find shortcomings of the method 
and to improve its performance using linear variations of a function.  

Let  be an original image,  be a distorting compact operator, and  be a degraded image, that is, 

. Consider the restoration problem of the original image  using known and . Denote by  
the following functional: 

.                                                          (1) 
 

To restore the function , the following variation problem is stated:  
 

,  

,                                                                    (2)  

where  is the domain of the function  in . A common way of solving the problem in (2) is to use the 
gradient descent method [5].The iterations of the gradient descent method are given as 

 

.                                                     (3) 

1. Linear variation for continuous and discrete function 

The norm is a metrical characteristic of a function of two variables. Continuous functions of two 
variables also have a set of topological characteristics referred to as linear variations. Kronrod [6] 
introduced the notion of a regular component of the level set of a continuous function of two variables. 
The simplest topological characteristic in the linear variation theory is a number of regular components 
for all level sets of a function. Full information about linear variations of a function is contained in the 
one-dimensional tree of a function of two variables function is contained in the one-dimensional tree of a 
function of two variables.   

Let  be the number of regular components of a level set  for a continuous function [6]. The 

first Kronrod’s linear variation is defined as 

 

.                                                            (4) 
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Let  be a binary discrete function , where  , for all pairs . A subset of 

such pairs  when  and all elements of the subset are connected by the 8-connectivity, is called 

the connected component of the binary function . For a number  and a discrete function  we 

define the following indicator function  : 

                                                            (5) 
 

Definition 1. The number  of connected components for a level ,   of the discrete 

function  is called the number of connected components of the binary discrete function . 

Definition 2. The linear variation   of a discrete function  is defined as follows: 

 

.                                                        (6) 
 

Let us compute the discrete gradient  of  at   as 

 

.                                            (7) 
 

Suppose that if the pair  is outside of the domain of the function , then . 

2. Analysis of gradient decent method in Fourier domain  

Let  and  be original and degraded functions, respectively. Here the operator   

is a centered uniform blurring 
 

,                                                      (8) 
 

where  is an arbitrary point of ,   is the parameter of blurring. 

Remark. The operator  is a self-adjoint operator, that is, . 

The function  is defined as follows: 
 

                                                   (9) 

 

Suppose that the function  is defined in the interval 
 

                                                       (10) 

 

The functions   and  are related by the expression 
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.                                                          (11) 
 

We also consider the following function :  
 

                                                        (12) 

 

The functions   and  are related by:  
 

.                                                           (13) 
 

By applying the operator  to the function , we obtain the convolution between the functions  

and  

 

.

                                 (14) 

 
Therefore 
 

                                  (15) 
 

Consider the Fourier transform  of the function .  On the basis of the 
following properties of the Fourier transform: 

 

,                                                         (16)  

,                                                         (17) 
 

and the convolution theorem, we get 
 

 

.

                            (18)

 
 
It is obvious that the uniform blurring acts as a low-pass filter, that is, high frequency components 

of the functions  are suppressed.  

For the operator  defined in eq. (8), the functional  takes the following form: 
 

.                                   (19)  
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Eq. (3) becomes 
 

.                     (20)  

Suppose that the parameters of the gradient descent method are the same for all , that is, 
 

.                                                    (21) 
 

Proposition 1. The function , obtained at the iteration  of the gradient descent method 
can be expressed as follows: 

 

.         (22) 
 

Proposition 2. 

 

                         (23) 
 
Therefore, the original function cannot be restored by the gradient descent method with any number 

of iterations if and only if these zeros do not coincide with zeros of the original function. In contrary, if 
the spectrum of the original function contains zeros and these are located in the same frequency positions 

that those of the degradation function spectrum then the function  converges pointwise to the function 

. Note, that if the gradient decent method is not able to completely restore the original function than the 
projection method [7] based on linearvariations could be utilized. Theprojection method helps to restore 
pretty well the values of local function extrema at know positions. 

 
3. Computer Simulation 
 

Let us define the following discrete function shown in (fig. 1): 
 

 .                                                         (24) 

 

Denote by  the distance in the considered functional space between functions  and  in 

the metric . The computed distances are as follows:  and 

. Hence, the restoration error is not reduced versus the number of iterations of the 
gradient decent method.  
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Fig. 1. Test discrete signal 

The restored function and difference between the original and restored functions are shown in (fig. 
2) and (fig. 3), respectively. 

 

 

Fig. 2. Restored discrete signal for the uniform blur of   

 
Fig. 3. Difference between the original and restored signals for the uniform blur of   

Conclusion 

In this paper the help of spectral analysis the performance of the gradient decent method for 
restoration of images blurred by a linear operator was analyzed. We derived conditions when the gradient 
decent method is able to restore images. Computer simulation results are provided to illustrate the 
performance of the gradient decent method for restoration of uniformly blurred signals. The performance 
of the gradient decent method can be improved by using linear variations and early proposed projection 
method. 

The work is partially supported by RFBR grant № 13-01-00735. 
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A 3D filtering algorithm for CT images is proposed (HeNLM-3D). It is an extension of the known 

Local Jets method (LJNLM-LR) and our previous 2D algorithm (HeNLM). The proposed algorithm is based on 

the expansion of pixel neighborhoods into Hermite functions which form the orthonormal system. Tests on real 

CT images have shown that HeNLM-3D performs filtering better in high-detailed areas in comparison with 

LJNLM-LR and classical NLM method. 

Introduction 

Computed tomography (CT) is a method for studying the internal structure of the body by using a 
Radon transform [1]. Noise is always present in obtained CT images, and it becomes higher when the X-
ray radiation dose is reduced. So, the effective noise reduction in CT images allows reducing the radiation 
dose [2, 3]. Noise in CT images is close to Gaussian [4]. CT images comprise the series of slices which 
forms a 3D image. It is important to note that these slices are a feature of the registration procedure, not of 
the object itself. For example, a blood vessel is not required to lie in a plane of the slice or to be 
perpendicular to it. Obviously, in this case the preferred direction of filtering should be the local direction 
of the vessel, not a slice plane or a perpendicular to the slice. Therefore, fully 3D algorithms – isotropic or 
with locally adaptive anisotropy – are needed. 

Today some of the most effective image denoising algorithms are those in which each pixel of the 
output image is formed as a weighted sum of pixels of the source image. At the same time the weights 
depend on the similarity of whole pixels neighborhoods (patches) [5–7]. In a non-local means (NLM) 
algorithm [5] weights depend on the Euclidian distance between patches of pixels. LJNLM-LR [6] and 
GFNLM [7] algorithms are the extension of [5] and weights depend on the Euclidian distance between the 
feature vectors which characterize the patches. In [6] components of the feature vector are values of 
Taylor series expansion coefficients, which, in turn, are the values of image convolution with derivatives 
of the Gaussian function. One of advantages of [6] is the invariance of features to rotation. In [7] features 
are based on Gabor functions. 

In this article a 3D method for noise reduction is proposed based on Hermite functions expansion 
which forms the orthonormal system. Inheriting all advantages of [6] the HeNLN-3D method is fully 
three-dimensional. It can better distinguish textures due to higher independence of feature vector 
components and better description of high-frequency components of the pixel neighborhood. 

1. Hermite Functions 

Hermite functions of order n  are defined as 
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They form the orthonormal system in ),(2 +∞−∞L  [8]: 
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Multiscale Hermite functions are defined as follows: 
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The multiplier σ/1  in (3) is introduced for similarity of the filter response to similar patterns 
across different scales. 

Some of the first Hermite functions and derivatives of the Gaussian function are shown in the 
Fig. 1. We can see that unlike Gaussians, Hermite functions have approximately the same overall 
amplitude and higher values at the sides of their support interval. 

 

 

a)                                                     b) 

Fig. 1. Hermite functions (a) and derivatives of the Gaussian function (b) 

We define 3D Hermite functions as 
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(4) 

2. 3D Hermite Functions based Non-Local Means 

In [9] we have proposed a modification of LJNLM-LR algorithm [6] based on Hermite functions 
instead of derivatives of the Gaussian function. In this article, we propose a 3D extension of [9] (HeNLM-
3D), i.e. our pixel neighborhood is now a 3D cube and elements of the feature vector are values of a 
convolution of the source image series with 3D Hermite functions: 
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where N is the number of different Hermite functions of kmn ++  order. 
As well as in [6], the obtained features are transformed to the new coordinate system (see (6)) 

),,( 321 ξξξ  for invariance to rotation. In [6] and [9] the new 2D coordinate system was chosen as a 

gradient direction and the normal to it. In the case of a 3D coordinate system, two directions have to be 
chosen. Therefore, the transfer of rotation formulas from methods [6], [9] is impossible. In this article we 
propose using the eigenvectors of a structure tensor [10] as a new coordinate system: 
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Averaging in (6) means averaging of matrix elements by a Gaussian filter with σσ 3=
M

 which is 3 

times higher than σ used for the derivatives computation. It is important to note that, for example, in a small 
neighborhood of the vessel with a radius on the order of σ, the eigenvector corresponding to the minimal 
eigenvalue is directed along the vessel axis which has a favorable effect on image filtering. 

To obtain an explicit expression for components of the feature vector in the new coordinate system, 

we consider two coordinate systems: the original one ),,( 321 xxx  related to rows, columns and slices of 

the 3D image, and the rotated coordinate system ),,( 321 ξξξ : 
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Then the differential operator in this new coordinate system can be expressed through the linear 
combination of operators in the old coordinate system: 
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Therefore the expression for the Gaussian function derivatives can be written as 
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A 3D Hermite function is a product of the Gaussian function derivative, the multiplier 

( )2/)(exp 222 zyx ++  and the coefficient ic . Therefore, from (7) and the radial symmetry of the 

exponential function it follows that 
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In (10) σψ nmk
~  is the Hermite function in a new coordinate system. We note that formula (10) suits for 

Gaussian function derivatives by setting coefficients 1=ic . 

Finally, the feature vector is determined as follows: 
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Here r is the maximal order of the Hermite function, and S is a set of different scales. And the value 
of the output pixel (voxel) )(p

ρ
f  is the weighed sum of source image pixels (voxels) )( p

ρ
I  from the 

neighborhood Q: 
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The weights depend on the similarity of feature vectors (11): 
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The use of Hermite functions instead of derivatives of the Gaussian function provides better 

characterization the pixel neighborhood because their orthogonality means less dependence between 
feature vector components and, accordingly, their greater significance. In addition, the localization region 
is expanded (see fig. 1) and the peripheral data of a local neighborhood is better taken into account. 

3. Results 

Fig. 2 shows the source CT image, and fig. 3 shows the enlarged fragment of it and the results of 
filtering by two methods: LJNLM-LR and HeNLM-3D. The size of a neighborhood for LJNLM-LR 
method has been set to 21×21 pixels. Because in our CT images the physical size of a voxel along x  and 

y axes is about 2.1 times less than its size along z  axis, we set the size of a neighborhood for the 

HeNLM-3D method to 21×21×9 voxels. For the same reason, the parameter σ for Gaussian and Hermite 
functions has been set to 2.1 for x  and y axes and 1.0 for z  axis. The maximal order of Hermite 

functions and Gaussian function derivatives has been set to 4. The parameter ρ for all methods has been 
manually adjusted, so that PSNR between noisy and filtered images would be same for all methods in 
comparison. 

Fig. 3 shows that HeNLM-3D method performs filtration better in fragments with small details 
(shown by ellipses in fig. 3, b and 3, c), and keeps some details which LJNLM-LR method blurs. 

Conclusion 

A three-dimensional method for CT image filtering is proposed. A test on real images shows that 
HeNLM-3D method performs filtering better than LJNLM-LR algorithm in areas that contain small 
details. 

The research was supported by the RFBR grant 13-07-00584.  
 

 
Fig. 2. The original CT image. A white border shows the fragment enlarged in fig. 3 
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a) b) c) 

Fig. 3. The original CT image fragment (a) and the results of filtering by LJNLM-LR (b) and HeNLM-3D (c) algorithms 
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VIDEO CONTENT ANALYSIS AND KEY FRAME EXTRACTION METHOD 

 
S. Mashtalir, O. Mikhnova 

Kharkiv National University of Radio Electronics, Ukraine 

The latest advances in video summarization, namely key frame extraction, are examined in this paper. A new 

method based on Voronoi tessellations which provide more stable presentation of spatial frame content is described. 

Drawbacks and benefits of the method are highlighted along with its comparison with existing techniques. Future 

extensions are proposed that can enhance its application, quality and performance. 

Introduction 

Video refers to the most informative type of multimedia that unites graphical, sound and sometimes 
even text information. In addition, this information changes constantly in time, which is one of the main 
issues, as video processing speed plays an important role, and it decreases very much by increasing 
complexity of processing procedure. From another hand, too simple processing procedure does not 
guarantee the required quality. The main directions of video processing are the following: segmentation 
into objects and tracking, archiving and classification under genres, indexing and searching by request, 
annotation and summarization, scene boundary detection, identification of duplicates and commercials. 

Lately, CBVR (Content Based Video Retrieval) issues have become urgent. So called semantic or 
high-level analysis is performed by artificial intelligence methods. However, while constructing CBVR 
systems, severe problems appear relating to a huge gap between traditional low-level features (used for 
image analyses for the latest decades) and high-level semantic presentation of video content. Two more 
problems arise from subjectivity of video perception by users and video volumes, the processing of which 
requires spatiotemporal segmentation under assumption of many properties and feature sets. 

Quite a new direction of video processing, especially for our national science, is static video 
summarization, as a result of which users obtain stationary representative images (key frames) that 
characterize initial material and provide a brief overview of it. By analyzing existing foreign approaches to 
key frame extraction (table 1) [1–7], it is clearly seen that some groups of methods successfully extract 
frames with significant motion, others can only be applied to insignificant font changes, others are 
reasonable to be used for unchangeable lighting conditions, otherwise important frames can be missed or, on 
the contrary, key frames with high correlation between each other are extracted. 

Table 1 
Basic approaches to key frame extraction 

Name of 
Approach 

Representatives 
(Year of Publication) 

Boundary-based approach A. Nagasaka, Y. Tanaka (1991) 

Matrix factorization Y. Gong (2000), M. Cooper (2002) 

Curve simplification S. Lim (2001), K. Matsuda (2004), E. Bulut (2007) 

Clustering L. Li (2008), Z. Qu (2013) 

Visual attention model J. Peng (2010), L.J. Lai (2012), Q.-G. Ji (2013) 

Genetic algorithms X. Yang, Z. Wei (2011) 

Histogram difference B. Liang (2012), G.I. Rathod (2013) 

Statistics J. Almeida (2012), S.S. Kanade (2013) 

Neural networks D.P. Papadopoulos (2013) 

Ontologies K. Khurana (2013) 

Thus, an urgent CBVR problem consists in studying of key frame extraction methods, finding the 
ways to increase quality and speeding-up extraction process under condition of procedure uniqueness for 
different types of videos. Construction of competitive methods for summarization requires searching for 
principally novel solutions, which is the goal of our research. This will give an ability not only to extract 
meaningful content from video, but also to eliminate information overload and guarantee user-friendliness 
and ease of access to stored video materials. 

1. Spatiotemporal Segmentation for Key Frame Extraction 

Video sequence is often segmented into scenes before key frames are extracted. Such a kind of temporal 
segmentation is called scene change identification, scene boundary detection, or SBD in short. Scene boundary 
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detection is usually performed by analysis of changes in color, texture, object shapes, motion or any other features 
selected for characterization of each frame in a video sequence. In our case it has been proposed to use scene 
boundary detection method introduced in [8]. It analyses time series constructed from object segmentation data, 
which provides an opportunity to take video content into account. 

After any video has been segmented into scenes, key frames are selected by means of artificial 
intelligence methods and tools applied for graphical, structural, audio and textual information present in 
video. A sequence of key frames is obtained at the result, which forms a subset of initial video frames. It is 
the main phase of key frame extraction that has been introduced by authors of this article in [7]. 

The proposed method assumes using Voronoi tessellations for segmentation of frame content. 
Salient points are aided to construct Voronoi tessellations. These points are invariant to geometric and 
radiometric distortions under potential movement, they posses some common properties and reside at 
object borders or any other places that stand out against a background. Many other names can be met in 
literature to denote salient points: important points, meaningful points, interesting points, key points, 
characteristic points, sites, atoms and generating points [9–11]. Despite “generating points” can be met 
more often for Voronoi diagram construction, the term “salient” has been chosen to underline their 
significance for an image and rearrange them further for better content matching. 

Harris method of salient point selection has been implemented for the purposes of current research. 
After initial placement of salient points they are rearranged by k-means clustering for better 
correspondence with image content to exclude local outliers of intensity, as this algorithm is considered to 
be good enough for searching of reasonable partitioning [12]. The applied k-means clustering algorithm 
assumes color and texture information. The algorithm has been chosen because of its correspondence with 
principles of Voronoi tessellations generated by means. 

Fig. 1 shows examples of frame segmentation using Voronoi tessellations for news video file 
“factories_512kb.mp4” taken from Internet Archive (http://archive.org), lasting for more than 5 minutes 
and containing more than 50 scenes. From this figure it is clear that Voronoi tessellations look similar for 
nearly the same frames (consecutive frames with a man whose eyes look in front of him and then 
downwards, two latest frames with a little girl standing near a ruined building), and vice versa, 
tessellations look very different when frame content is not similar. 

 

Fig. 1. Frames segmented by Voronoi tessellations 

However, along with spatial changes in tessellations, meaningful features should be also taken into 
account. To compare Voronoi tessellations in this way, a special similarity metric has been introduced and 
implemented. Its uniqueness lies in assumption of selected feature set, which allows not only representing 
video content, but also stabilizing frame descriptions. For this purpose higher order Voronoi tessellations 
have been also applied [13]. 

Earlier researchers have not performed any comparisons of Voronoi tessellations. The exception is 
only Yukio Sadahiro, Japanese researcher who has compared Voronoi tessellations, though not with the 
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help of similarity metrics [13]. He has suggested using different methods of visual and quantitative 
analysis, including chi-square test, Cappa index and their extensions, area and perimeter of Voronoi 
tessellations, dispersion and standard deviation, centers of mass, etc. Sadahiro’s contribution consists in 
comparison of different partition systems implemented for administrative region division in Japan. For 
this purpose he has used detailing density measure and hierarchical relations (such as inclusion, full and 
partial overlap). 

However, it should be noted that area-based methods posses some duality from the point of video 
processing applications, as objects may be shot with different zoom. Different objects from video frames 
may have the same area, and vice versa, the same object in two frames may be of different area. Thus, 
video objects should not be tracked by considering their area-based properties only. In our case, different 
features should be included for frame comparison. Spatial features, textural and color features, motion 
estimations are among the main attributes used in CBIR and CBVR systems. 

To extract key frames with lowest level of similarity, frames have been compared pairwise by 
taking color, texture and shape features into consideration. At the end of key frame extraction procedure 
similar or near-similar key frames are removed from the resulting sequence by comparison of all the key 
frames between each other using the proposed similarity metric. In other words, second pass of the 
algorithm is performed for the extracted frames. The second pass is much quicker than the first one, as 
less frames are left to be compared. It is used just in order to increase quality of finally extracted key 
frames by duplicate removal. 

To test the performance and quality of key frame extraction procedure on various video genres, 
self-made full HD videos have been taken and open video test samples with lower resolution from 
Internet Archive, Open Video Project, Movie Content Analysis Project. 

2. Benefits of the Proposed Procedure 

Existing methods and artificial intelligence tools do not fully satisfy constantly increasing users’ 
requirements for automatic video summarization. Extraction of meaningful video frames remains difficult 
without users’ involvement. Moreover, a negative impact common for many methods is that the amount 
of key frames should be set a priori and frames are to be selected from video primarily segmented into 
scenes, which limits the amount of resultant key frames and sets restrictions without any assumption of 
content. 

Calculations of precision and recall measures for the proposed and the existing methods have 
shown that the results obtained from curve simplification provide the highest precision, while the highest 
recall is provided by visual attention and histogram difference methods. In two latest cases too much 
frames are usually extracted, and additional measures should be provided to restrict this final amount. 
Genetic algorithms, neural networks and artificial immune networks, as well as motion analysis 
incorporated in visual attention model, are supposed to be “heavy” algorithms with additional extensions 
needed to perfect the resulting quality. 

Boundary-based approaches possess the lowest values of both precision and recall as expected. 
Statistical approaches also cannot boast of outstanding results, though they are preferably used to ensure 
real-time processing. Ontologies assume too much users’ involvement into key frame extraction or huge 
work on the underlying vocabulary and template dataset, which finally is applicable to a restricted branch 
of knowledge only. 

The proposed method differs from existing ones in accuracy of obtained results and uniqueness of 
computational procedure which comprises of Voronoi tessellation comparison. Current algorithms 
provide opportunity to reveal changes in each frame, though these changes may be not that important 
from semantic point of view, while the proposed method enables to determine a set of key frames where 
only drastic changes are observed in content. Object borders may change greatly from frame to frame, but 
Voronoi tessellations are quite stable in these circumstances. 

Fig. 2 shows linear diagram of Dice coefficients obtained under extraction of key frames from videos 
of different genres. Traditionally Dice coefficient unites such characteristics as precision and recall in a 
range from 0 to 1, which clearly demonstrates the estimations performed by respondents [14]. Twenty 
independent respondents have been attracted in our research. 
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Fig. 2. Average values of Dice coefficient obtained after the estimation  
of key frames extracted from videos of different genres 

Low level of Dice coefficient obtained for news videos can be explained by appearance of textual 
information in some of the test samples. Recognition of overlapping text, as well as incorporation of text 
mining and processing methods, was not the goal of our research. 

Fig. 3 illustrates average time needed for processing of each kind of video lasting for a minute. 
Faster processing of documentaries and commercials has been performed because of existence of several 
black and white samples in these two test collection categories. The less detail a frame contains, the less 
salient points are detected and the faster processing speed is. Initial identification of salient points and 
their rearrangement by k-means clustering takes the longest time in the procedure. If there were no black 
and white samples in the collections, it would take approximately 2 minutes to process each frame. 

 

Fig. 3. Average time (in minutes) needed for processing  
of each kind of video material lasting for a minute 

Such a huge amount of processing time is obtained because of several reasons. First of all, each of 
the selected tracks contains 29 frames per second. Secondly, all the data have been processed at a low 
frequency of 1.6 GHz Dual CPU with only 1 GB RAM. Along with numerous content details that 
decrease processing speed, 5 salient points are built and refined for a second, whereas 15 salient points for 
the same frame are constructed for 2 seconds. This is the case for 360*240 pixels, but the processing time 
increases for greater frame sizes. Unfortunately, video processing is performed far from a real-time mode, 
though our prime goal was the quality. 

By comparing our current results with the results received after key frame extraction by some other 
methods, one may come to the conclusion that our method can take into account significant changes in 
content and omit slight changes due to matching of Voronoi mosaics. Upon this, there is no need to set the 
amount of key frames a priori, as it has been done for some clustering approaches. Our method can extract 
frames from homogeneous scenes as well as heterogeneous scenes with significant motion and 
background changes, which is very important from the point of procedure uniqueness. As all the rest of 
the methods, ours is also sensitive to resolution. Concerning processing speed which is very low in our 
method, it should be noted that many other methods also do not aim at real-time processing, but the 
quality only that is too hard to reach by now. 
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3. Conclusions and Future Work 

Analysis of existing key frame extraction techniques has been performed. It has been shown that 
the main problems for video processing (and key frame extraction in particular) are complexity of 
segmentation into objects under conditions of non-stationary background and object overlap, traditional 
conflict between low- and high-level content presentation and subjectivity of result estimation. 

The necessity of a new method development (that could process unstable content of different genres 
with an equal efficiency) is evident. The proposed method is based on comparison of Voronoi 
tessellations that are constructed for each frame. It also takes scene boundaries into account, reduces 
duplicates at the resulting key frame sequence, and it is totally competitive with existing methods in terms 
of quality (not in time), which has been testified by comparison of precision and recall measures for the 
proposed and the existing methods using the same open source video samples. 

Application of Voronoi diagrams gives a chance to increase stability of partitions, and consequently 
key frame extraction robustness due to consideration of regions around salient points. Salient points 
themselves provide less information than the whole regions, moreover, their shifts are more significant 
from frame to frame. Also it is hard to distinguish a point that is moved, from a point that is left in its old 
position. Voronoi diagrams are more preferable from the point that there is no need in video segmentation 
into real objects, as there are still hardships to detect objects in videos of different genres with 
dynamically changing font. 

In future the proposed method can be extended by weighted feature estimates, as in our case a 
linear combination of features has been used. Along with color, texture and shape features, additional 
features can be applied. Of course, attempts towards near-real-time mode can be performed. It can be 
reached, first of all, by incorporating FAST (Features from Accelerated Segment Test) detector instead of 
Harris algorithm, avoiding long lasting computation of derivatives. Instead of k-means clustering, 
Simulated Annealing in combination with Tabu Search, introduced in [15], can be also implemented to 
optimize key frame extraction. Highest order Voronoi diagrams can be applied at the first step of key 
frame extraction to identify scene boundaries and not to overload computations by supplementary 
methods. Additionally, not very high frame size and resolution can be used (in case there is such a choice, 
nearly 800*600 is enough) to decrease the number of details, and thus salient points detected, in each 
frame. 
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Various vision applications utilize matching algorithms forsearching a target object in a scene image. 

We present a fast matching algorithm based on recursive calculation of histograms of oriented 

gradients(HOGs). In order to speed up the algorithm we propose pyramidal image decomposition and parallel 

implementation with modern multicore processors. The algorithm yields a good invariance performance for 

both in-plane and out-of-plane rotations of a slightly scaled scene image. Computer results obtained with the 

algorithm are compared with those of common algorithms. 

Introduction 

Recently, numerous matching algorithms using features or keypoints were proposed. Among them, 
Scale Invariant Feature Transform (SIFT) [1] and Speeded-Up Robust Features (SURF) [2] are widely used 
algorithms. Although feature-based matching methods are popular, template-based matching algorithms are an 
attractive alternative for real-time applications, the later extract features as statistical moments, color and 
intensity histograms [3, 4]. Another approach is a combination of feature-based and template matching 
algorithms. For instance, the Scale Invariant Compressed Histogram Transform (SICHT) [5] uses, as features, 
the histograms of oriented gradients [6] calculated in a moving window.  

The proposed algorithm performs the matching of histograms of oriented gradient in several circular 
windows running across an input image, and final decision is taken on the base of joint matching results for 
all the windows; for speed up, the algorithm utilizes decimation, two histogram resolutions, and local 
threshold filtering of histograms; for noise removal an adaptive neighborhood process is used; and there 
exists a trade-off between complexity and accuracy of the algorithm controlled by desirable values of the 
probabilities of false alarms and miss errors, and processing time requirement. 

The performance of the proposed algorithm in a test database is compared with that of the SIFT, the 
SURF and a new efficient Oriented FAST and Rotated BRIEF (ORB) algorithm [7] in terms of matching 
accuracy and processing time. 

1. Proposed Algorithm 

First, let us define a set of circular windows  in a reference image as a set of the 
following closed disks: 

 

     (1)  

where are coordinates of the window center and is the radius of the i disk. The disks 
form a geometric structure with relative distances and angles between the window centers. 

The structure runs across a scene image. The search of the geometric structure in the scene image helps us 
to reduce false alarms and miss errors as the joint probability of occurrence of several events is less than 
that of a single event. The histograms of oriented gradients are calculated in circular areas and used for 
matching. It is interesting to note that at any position of the structure each disk contains image area that is 
unchangeable during rotation; therefore, the histogram of oriented gradients computed in a circular 
window is also invariant to rotation. The use of a single window for matching of the histograms of 
oriented gradients yields low matching results. It is recommendable to choose a minimum number of 
equal disks to fill inside as much as possible the reference object. Each circular window contains only 
information of the object without background data that can modify the histograms of oriented gradients. 

Actually, numerous experiments showed that the number of circular windows may be chosen from to 
2 to 4 to yield the matching performance comparable with that of the SIFT. Note that the processing of the 
structures is done only from the reference image once. 

Histograms of oriented gradients are good features for matching [6] because they possess a good 
discriminant capability and are robust to small image deformations such as rotation and scaling. First, at 

each position of the i  circular window on a scene image we compute gradients inside the window with 
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the help of the Sobel operator [8]. Next, using the gradient magnitudes  and 

orientation values quantized for levels , the histogram of oriented gradients can be 
computed as follows:  

 

   (2)  

where  are histogram values (bins), is the median of the gradient magnitudes 
inside of the circular window, andis the Kronecker delta function. Note that the computation in Eq.(2) 

requires approximately  addition operations, where is an integer part operator. In order to reduce 
computational complexity the calculation of the histograms at any position of the sliding window can be 
performed in a recursive manner as follows: 

 (3) 

 

where is a set of outgoing orientation values whose pixels belong to the half of the perimeter of 

the sliding window at step , that is, 

 

      (4)  

is a set of incoming orientation values whose pixels belong to the half of the perimeter of the 

sliding window at step  given by 
 

        (5)  

The computational complexity of this calculation is approximately  addition operations. In addition, the 
median computation does not limit the power of the method; a magnitude histogram is computed 

alongside the orientation histogram and a pointer of the median position at step  is stored; at step 

before the orientation histogram is updated, we update the median value with the incoming and 
outcoming magnitude values in the magnitude histogram as well as its position, doing so also takes as we 
only modify that fraction of the histogram. The proposed method does not use a linear low-pass filtering 
like common algorithms do, because such filtering could completely destroy or attenuate gradients. The 
algorithm further rejects a noise influence by means of local adaptive threshold filtering simultaneously 
with the histogram update.  

To provide rotation invariance we utilize a normalized correlation operation for comparison of the 
histograms of reference and scene images. Let us compute a centered and normalized histogram of 
oriented gradients of the reference image as follows: 

 

             (6)  

where  and  are sample mean and variance of the histogram, respectively.  

The correlation output for the i  circular window at the position can be computed with the help 
of the Inverse Fast Fourier Transform [8], 
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          (7) 
where  is the Fourier Transforms of the histogram of oriented gradients inside of the i  circular 

window over the scene image and  is the Fourier Transform of ; the asterisk denotes 
complex conjugate. The correlation peak is a measure of similarity of two histograms. The correlation 

peaks are in the range of . It is of interest to note that the normalized correlation peaks possess two 
important properties: first, invariance to rotation because a cyclic shift of the histogram values 
corresponds to a cyclic shift of the correlation output and does not change the correlation peak value; 
second, the normalization in eq.(6) and eq.(7) helps us to take into account a slight scale difference 
between the reference and scene images. Computation of the centered and normalized histograms for all 
circular windows over the reference image as well as the Fourier Transforms can be done as offline 
preprocessing.  

For speed-up of the matching we do not use the classical pyramidal approach, which is based on a 
low-pass filtering and subsequent subsampling the resultant image to get a lower resolution image of a 
smaller size [9]. A simple decimation along rows and columns of an input image is more suitable to 
accelerate the matching of histograms of oriented gradients. We perform the decimation of the original 

image with a step of , that is,  small images composed by pixels of the original image are created.  

Finally, the matching is carried out between the first small scene image and all small reference 
images. Remind that the decomposition of a reference image into a set of small images can be done as 
preprocessing.A similar technique is popular for estimation of motion vectors and for super resolution 
image reconstruction [10, 11], but until our knowledge it has not been applied to image matching. Another 

important parameter that can accelerate the matching, is the number of histogram bins . We suggest a 
two-pass procedure: first, perform independent fast matching for all circular windows with a reduced 

number of bins, say  and a decision threshold. The objective is to reduce as much as possible the 
number of points to be considered in the second matching pass keeping a low value of the probability of 
miss errors. Second, only accepted points are considered to carry out the matching with a regular number 

of bins for each window and a decision threshold . Finally, analysis of joint appearance of all 
assigned circular areas of the reference is able to further reduce the probability of miss errors as well as 
the probability of false alarms.  

Take final decision about the presence of the reference object at the position . During the analysis 
we consider possible deformation of the original structure owing to scaling and out-of plane rotation. Start 
the analysis at the position of the highest peak for the first window. Next, assign a ring area with the internal 
and external radii for searching the peak inside the second window and so on. The search procedure 
continues either until the correlation peaks of all circular windows will be found in the right areas (good 
matching) or for any circular window the correlation peak will not be found in the predicted area (failed 

matching). If the reference object was detected at the position , then the next search area to be considered 
is separated from the current position by the size of the reference object.  

2. Experimental Results 

In this section we present experimental results using the image database ALOI [12]. The database is 

composed of objects with wide range of out-of-plane rotations and illumination schemes; it 
features each image in a set of resolutions and image formats as well as a mask for every object image. 

Ten scene images with the size of pixels and ten reference images of the size  
pixels with different objects were used. Each reference object is located randomly inside the scene images 

in  different positions.  
The performance of the proposed algorithm was compared with that of the SIFT, SURF and 

efficient algorithm referred to as ORB. The parameters of the algorithms were taken from corresponding 
papers [1, 2, 7]. The algorithms are tested in different conditions such as in-plane/out-of-plane rotations 
and a slight scaling. The performance is evaluated in terms of the number of correct matches and 
processing time.  
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The proposed algorithm referred to as CWMA uses two circular windows for each object with a 

radius  (dependent on the size of object). For a better matching we use  and  bins 

instead of  bins proposed in [6]. The parameters of the algorithm are as follows: , , 

, . The decision thresholds are assigned as follows: for  (first pass) the 

threshold  yields the probability of miss errors on a test database  and accepts 

about  of points to be considered on the second pass with ; for  (second pass) the 

threshold  provides the probability of miss errors of  and the probability of false alarms 

of . The final decision reduces the probability of false alarms to . 

The performance of the tested algorithms is resumed in the table, where one can see the average 
values of Hit/Miss rate as well as the average processing time for the tested algorithms.  

Comparison of tested algorithms in terms of Hit/Miss averagerate  and processing time 

Algorithm 
Rotation  
in-plane 

Rotation  
out-of-plane 

Scale Time 

CWMA 98.25% 77.62% 94.11% 1.7 sec. 

SIFT 98.36% 66.52% 95% 9.82 sec. 

SURF 72.65% 51.46% 74.44% 0.95 sec. 

ORB 85.75% 61% 84.55% 1.7 sec. 

Conclusion 

This paper presented a fast image matching algorithm based on recursive calculation of oriented 
gradient histograms over several circular sliding windows was presented. Multicore processors with 
inherent parallel architectures can help to implement the algorithm for image matching with large scenes 
at high rate. Experimental results showed that the proposed algorithm outperforms the common 
algorithms for in-plane rotation, yields a similar performance to that of the SIFT for out-of-plane rotation, 
and requires processing time close to the SURF. The proposed algorithm is attractive for real-time 
applications such as tracking when rotation invariance matching with a slight scaling is required. 
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Wireless sensor network is a collection of small sensor node in which the ability to sense its 

environment and monitoring and sending data to a base station. One of the main challenges in sensor 

networks is energy constraint of the nodes which directly affects the network lifetime. Hence, there are various 

methods to optimize the power consumption which in turn increase the lifetime of the sensor networks. In this 

paper, a new method called CICA4 for clustering wireless sensor networks using Imperialist Competitive 

algorithm (ICA) is presented that divisions sensor nodes to the balanced clusters. Result of its simulation 

shows the successful performance to increase the lifetime of wireless sensor networks rather than the HCR 

algorithm that is based on genetic algorithm. 

Introduction 

In recent years, the telecommunications and electronic technology advances causes the construction 
of the small and cheap sensors that connected with each other via a wireless network [1]. These networks 
that called wireless sensor networks have become as a tool for extracting data from the environment and 
monitor environmental events and their applications in the fields of domestic, industrial and military 
increasing day-to-day [2]. 

Each node in this network consists of three main part included sensor, processor and wireless 
transmitter\receiver and the data received from the environment such as temperature, humidity, pressure, 
light, motion and etc sent for processing to the base station. Constraint of the power supply in this 
network is a basic challenge, therefore offering energy efficient methods that increase life of nodes and 
network is interesting for researchers. In this paper, a new method for clustering wireless sensor networks 
using Imperialist Competitive algorithm (ICA) is presented.  

1. Related Works 

1.1. Clustering Nodes 

The main task of the sensor network nodes is collect information from the environment. one of the 
main reasons for the energy consumption of the nodes is the data transferring and consuming energy by 
sending Information wirelessly is directly related to the second (or higher) exponent of distance between 
source and destination in the network. Therefore plans that will shorter communication distance between 
the nodes can reduce the energy consumption and increase the lifetime of sensor networks [3].  

The ideal mode of the sensor network energy consumption is that the energy of all the nodes finish 
together, thus to increase the lifetime of the network we try network load distribution be in a uniform 
distribution until time interval between the death of the first node and the death of the last node be at least. 
To achieve this goal, several communication protocols have been proposed. So far protocols based on 
clustering considerably slows down energy consumption the networks [4]. 

Clustering is that the entire network partitioning into several independent groups that called cluster 
and each node located in one of that clusters and one of the nodes in each cluster node selected as a cluster 
head. 

The duty of all cluster heads is collecting data from the nodes in its cluster and then sending this 
information directly or with other cluster heads to the base station. Thus, clustering can greatly reduce 
communications costs. 

                                                      
4 Clustering with Imperialist Competitive Algorithm 
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1.2. HCR
5
 algorithm:  

Hierarchical cluster-based routing algorithm (HCR) [5] is an extension of the LEACH6 protocol [6] 
that is a self organized cluster-based approach for continuous monitoring. In LEACH, the network is 
randomly divided into several clusters, where each cluster is managed by a cluster head (CH). The sensor 
nodes transmit data to their cluster heads, which transmit the aggregated data to the base station. In HCR, 
each cluster is managed by a set of associates and the energy efficient clusters are retained for a longer 
period of time; the energy-efficient clusters are identified using heuristics-based approach. Moreover, in a 
variation of HCR, the base station determines the cluster formation. A Genetic Algorithm (GA) is used to 
generate energy-efficient hierarchical clusters. The base station broadcasts the GA-based clusters 
configuration, which is received by the sensor nodes and the network is configured accordingly. For 
continuous monitoring applications, the simulation results show that HCR is more energy efficient than 
the traditional cluster-based routing techniques. 

1.3. Imperialist Competitive Algorithm 

So far variety of evolutionary algorithms is provided for optimization such as Genetic Algorithm 
(GA), Particle Swarm Optimization (PSO), Simulated Annealing (SA) and other existing algorithms in 
this field. Recently, a new algorithm called Imperialist Competitive Algorithm is presented by Atashpaz-
Gargari and Lucas in 2007 [7] that based on humans’ political-social developments. 

Like other evolutionary ones, the Imperialist Competitive algorithm starts with an initial population 
which is called country. A number of countries, best in population, are selected as imperialist and the 
others are their colonies. 

2. CICA Algorithm 

Here we review the CICA algorithm which is a clustering algorithm in wireless sensor networks 
and based on Imperialist Competitive Algorithm. Due to Proof of optimality, we compare CICA 
algorithm with the HCR algorithm in wireless sensor network clustering that is based on genetic algorithm 
and we show the simulation results with the same parameters in both algorithm. 

Effective parameters in CICA Algorithm are: 

− distance between Sensor nodes and the cluster heads: The main parameters considered in the 
CICA algorithm is sum of distance between all nodes of their cluster head. If the cluster heads be selected 
so that this number is smaller, then we will more efficient clustering; 

− distance of nodes to the base station: The nodes that their distance to the base station is less than 
their distance from their cluster head, instead sending data to their cluster head, sending data directly to 
the base station for avoid additional consumption of energy; 

− the remaining energy of the sensor nodes: when energy of a cluster head finished, selecting 
cluster head is done for the cluster nodes on which the node is selected as a cluster head that among nodes 
of cluster have the highest residual energy. 

3. Results of Simulation 

Here we review the results of the simulation. The simulation was done in MATLAB environment 
and simulation results performed in three parts consist of  compare the number of alive nodes, the mean 
energy consumption of the nodes and compare the total energy consumption of all nodes have been 
shown. Initial values of the common parameters of wireless sensor network simulation is presented (table 
1). These parameters for both CICA algorithm and HCR algorithm are same. 

Table 1 
Common parameters values in simulations scenarios 

Common parameters values 

Initial Energy = 0.1 j 

ETX = 50*0.000000001 (j/bit) 
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ERX = 50*0.000000001 (j/bit) 

Efs = 10*0.000000000001 (j/bit/m2) 

Eamp = 0.0013*0.000000000001 (j/bit/m4) 

EDA = 5*0.000000001 (j/bit/signal) 

do = 87.7 (m) 

Packet Size = 4000 (bit) 

Network Size = 100 * 100 (m) 

Number Of Nodes = 100 

Base Station Position = (50 , 50) 

3.1. Number of alive nodes  

By finishing energy of a node, that node dies. One of the main parameters for algorithm optimality 
in wireless sensor networks is time of first node die, and accordingly, time of other nodes death. To 
display the number of nodes alive parameter in the sensor network, we calculated the total number of 
nodes in the current round that have energy. 

In (fig. 1) shows the number of alive nodes per round in CICA algorithm and HCR algorithm. 
CICA algorithm first node dies occurs at round 197 and the first node dies in the HCR algorithm at round 
164. 

 

 
 
 
 
 
 
 

 

 
 

Fig. 1. Compare of the number of alive nodes  
 

So CICA algorithm delay first node die rather than HCR algorithm. The analysis of (fig. 1) 
observed that the HCR algorithm has lost more than 70 percent of nodes at round 293 while in the CICA 
algorithm it happens at round 474, that is a reason for optimality of CICA algorithm in delay death of 
nodes and thus increase the efficiency of wireless sensor networks. 

3.2. Compare average energy consumption per node 

In (fig. 2) the parameter of average energy consumption per node until the first node dies in the 
HCR algorithm and CICA algorithm are compared. Average energy consumption per node until the first 
sensor node dies is equal to the total energy consumed until the death of the first node divided by the total 
number of nodes in the sensor network. 

In this comparative parameter which algorithm is more efficient that have lower of average energy 
consumption per node that causes the life of the sensor networks be larger that is our purpose. 

Since the denominator of the equation means the total number of sensor nodes is the same for both 
algorithms (in this case 100), which algorithm is more optimal that have smaller numerator that means the 
total energy consumed by the algorithm until the death of the first node is less than the other algorithm. 
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Fig. 2. Compare average energy consumption per node 
 

The analysis of (fig. 2) is observed that CICA algorithm has an average 0.0445 j for each network 
node until the first node death which is lower ( more optimal ) and the HCR algorithm has an average 
consumption per node 0.0625 j. 

This optimized average of energy consumption because of balanced clusters in wireless sensor 
network and thus consumption is balanced by CICA algorithm that is a major advantage in the network. 

3.3. Compare of the total energy consumption of all nodes 

In the (fig. 3) we compared the total energy consumption of all the nodes in each round of the 
CICA algorithm and HCR algorithm. In this comparative parameter which algorithm is more efficient that 
have less of the total energy consumption of all nodes. The analysis of (fig. 3) is observed that the CICA 
algorithm is more optimal than HCR algorithm in all rounds. 

 

 
 

Fig. 3. Compare total energy consumption of all nodes 
 

For example in the round 100, the total energy consumption of all nodes in the CICA algorithm is 
2.2495 j and for the HCR algorithm is 3.7950 j. reducing the total energy consumption in CICA algorithm 
causes of finding optimal place for cluster heads. Because of computing the optimum location of cluster 
heads for a minimum distance of nodes of their cluster heads, nodes consume less energy in cluster heads 
to sending data. 

Moreover, according to (fig. 3) is observed at round 200 of algorithms, the HCR algorithm more 
than 75 % of total energy consumed, but in CICA algorithm more than half of its total energy remains. 

Conclusion 

One of the main challenges in sensor networks is energy constraint of the nodes which directly 
affects the network lifetime. In this paper, a new method called CICA for clustering wireless sensor 
networks using Imperialist Competitive algorithm is presented that divisions sensor nodes to the balanced 
clusters. Result of its simulation shows the successful performance to increase the lifetime of wireless 
sensor networks. Benefits of CICA algorithm for clustering sensor nodes in a wireless sensor network 
comparable to the HCR algorithm is the following: 
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− creating balanced clusters: Intended to measure the distance from the specified cluster heads in 
the CICA algorithm causes the homogeneous and balance clustering thus solve one of the biggest 
disadvantages in the HCR algorithm that is the lack of a balanced clusters and the cluster heads near each 
other; 

− selecting nodes with more energy as a cluster heads: Since the energy consumption of cluster 
heads is more than normal nodes in wireless sensor networks, selecting cluster heads with more residual 
energy among nodes in a cluster in CICA algorithm causes more life time of network. 

Ultimately, in this paper we provide an evolutionary clustering method called CICA for energy 
optimization in wireless sensor networks with the successful results in its simulation. 
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In this paper, a task of comparing images for the purposes of attribution of paintings is considered. A 

feature description for comparing textural fragments characterizing the artistic style of a painter is proposed. 

Selected image features give quantitative description of artistic style and provide suitable accuracy of features 

computing. Results of the computing experiment showed the efficiency of the proposed features. Proposed 

feature set may be used as a part of technological description of fine art paintings for restoration and 

attribution. 

Introduction 

A great interest to applying computer techniques to the study of fine arts is shown during last 
decades [1]. One of the trends in attribution today is related to the analysis of digital images of paintings 
and called as “Computer-assisted Connoisseurship” [2]. In the glossary of the National Gallery [3], 
attribution of paintings is defined as an assessment of who was responsible for creating a particular work. 
Sometimes the term "attribution" is interpreted more widely and includes also an assessment of art school, 
time, country, etc. [4]. 

In this paper, a task of comparing images of fine art paintings for the purposes of attribution is 
considered. The idea of applying image analysis techniques for attribution is that to compare images of 
authentic and studied paintings by features characterizing individuality of an artist.  

In publications of different research groups the following approaches to the task have been 
proposed. The first is based on the exhaustive comparison of square image fragments of the researched 
images [5]. The features as a rule are derived from the coefficients of the orthogonal transforms (in 
particular, wavelet transform). This approach is of high computational complexity and is sensitive to 
conditions of image acquisition and hardware parameters [6]. The second approach provides features 
computed from the segmented brushstrokes [7–10]. But usually it can be found too few paintings with a 
sufficient number of distinguishable brushstrokes that can be successfully segmented in automatic mode, 
or even manually. It can be done, for example, in images of paintings by van Gogh, P.J. Pollock, and 
some others. It is, therefore preferable to use features that can be computed directly from images 
bypassing brushstroke segmentation. 

In this work the images of portraits are analyzed. Individuality of an artist the experts associate with 
brushwork features. In accordance to recommendations of art experts [4], we propose to use for 
comparing pictures a group of brushstrokes that form any detail of a picture, or the boundary between 
details and background. For example, in the portraits such details are lips, chin, nose, forehead, eyes, folds 
of clothes, etc. In [7] for attribution of portrait miniatures, the homotypic fragments of the human faces 
were compared. The fragments were segmented using geometric model of face developed by the authors. 
In this work we also use images of the homotypic informative face details: forehead, nose, and cheek. It 
should be noticed that the size of the images in current research is much larger than in [7], and selected 
image fragments differ from those in [7]. The fragments of three types are shown in fig. 1.  

The problem is formulated as follows. Let 
j

U , 1, 2, ...,j J=  be images of paintings by J  authors; 

2:U R R R× → . Let an informative fragment i

ju  of type i  taken from image 
j

U  is characterized by a 

feature ( )i i

j jx uγ= , 1, 2,...,i I= , 2: R R Rγ × → , or 2 2: R R Rγ × → . A feature vector X  is 

composed as 1 2, , ... , ...,
T

i I
X x x x x =   . The difference between images 

j
U  and 

kU  with respect to 

feature vector X  and chosen measure d  is described by the modulus of vector of distances between 

corresponding homotypic fragments: 

( ) 1 2 2

1

, , , ..., ( ) ,
I

T
I i

jk j k jk jk jk jk

i

D D U U d d d d
=

 = = =  ∑          (1) 
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where 
jk

D  is an I -dimensional vector of distance between images, ( ) ( ), ,i i i i i

jk j k j k
d d u u d x x= =  is a 

distance between homotypic fragments 
i

ju  and 
i

k
u . Let 

l
U , 1l J= +  be an image with unknown 

attribution. It is necessary to find image 
m

U  (and the author) providing minimum of distance 
ml

D . 

 

 
 

a) b) c) 
Fig. 1. Three types of face image fragments: a) forehead; b) nose; c) cheek 

 

The workflow includes the following stages: a) finding similar informative fragments in the 
researched images; b) computing features; c) comparing homotypic fragments; d) formulating attribution 
decision. The paper deals with stages (b) and (c). 

1. Images of paintings 

The data used in the research are the image fragments of artworks painted in XVIII – XIX centuries 
by different authors. The images are fixed by a digital camera. The size of the images is about 4272x2848 
pixels. The distortions conditioned by acquisition process are compensated and images are uniformly 
oriented. The size of informative fragments varies from 990x814 to 1800x1000 pixels at resolution of 200 
dots per cm that corresponds to the quality of the data used in the analogous studies. For example, 
Johnson et al. [5], Polatkan et al. [6], and Li et al. [10] analyzed images obtained at resolution of 196 dots 
per inch. Some of the paintings have retouched and repainted areas. The features should be extracted only 
from areas with original brushwork. Thereby, retouched and repainted areas should be excluded during 
feature extraction. A technique developed in [12] is used for localizing damaged paint layer areas. 

2. Image features 

In accordance to recommendations of art experts and publications in the subject domain of current 
research, it is preferable to use image features that do not need segmentation of a single brushstroke. 
The features will be extracted only from the areas containing maximum information about the artistic 
manner of the painter. For describing individual manner of artists the following textural features are 
proposed in [13]: (a) local orientation of grayscale image ridges; (b) simple neighborhood orientation based 
on the local structure tensor. Histograms of brushstroke ridge orientation and local neighborhood orientation 
are considered as features of a brushstroke group that describe the individual artistic manner specific to a 
particular detail of a painting. In this paper, the second of the textural features listed above is considered. 

3. Neighborhood orientation 

Let the grayscale image relief be a function ( , )f x y , 2 2( , )f C R R∈ . A feature describing the local 

orientation of painting texture is based on the notion of structure tensor, or the second moment matrix at 
image point x  weighted by a window function [15]: 

 

2

( ) ( ( )( ( )) ( ) ,
T

f

p R

x Df p Df p w x p dpµ
∈

= −∫             (2) 

where ( )w x p−  is a window Gaussian function [14], ( ),
T

x y
Df f f= . The angle of local orientation ϕ  

is determined as: 

 

1,1

2,0 0,2

21
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−
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where ,fi j
µ  are the components of the structure tensor (2): 

 

2,0 1,1

1,1 0,2

.
f f

f

f f

µ µ
µ

µ µ

− 
=  − 

 

 

In [5] the local orientation angle is obtained from the responses of 12 oriented Gabor filters. 
The second moment matrix based technique used in this work provides an accuracy of angle estimation 
within 1 degree for a window size of 5 pixels and 1σ = . Histogram of simple neighborhood orientation is 

obtained directly from an image and does not need brushstroke segmentation. The efficiency of this 
feature is illustrated below. In fig. 2, the image samples of the same type “nose” taken from artworks of 
several painters are shown. Corresponding histograms of orientation angle (3) of vectors, orthogonal to 
the neighborhood orientation vector are shown in fig. 3.  
 

     
   a)    b)    c)    d)     e) 

Fig. 2. Homotypic image fragments “nose” 
 

     
a) b) c) d) e) 

Fig. 3. Histograms of values of angle ϕ  calculated from samples shown in fig. 2 

4. Comparing images of paintings 

For comparing homotypic informative fragments of artworks the statistical tests [10], cluster 
analysis, and classification techniques [5, 6] are used. In this paper, the image samples are compared 
using information-theoretical disparity measure, because this measure fits the features represented by 
distributions. The measure is constructed on the basis of Kullback-Leibler divergence [16] as follows: 
 

( ) ( ) ( )1
, ( ) log ( ) log ,

2 ( ) ( )

i i i

jk j k

H H

p q
d d u u p q

q pϕ ϕ

ϕ ϕ
ϕ ϕ

ϕ ϕ
Φ Φ

Φ Φ
∈ ∈Φ Φ

 
= = − 

 
∑ ∑  

 

where ( )p ϕΦ  and ( )q ϕΦ  are the probabilities of the event when orientation angle values in samples 
i

ju  

and 
i

k
u  are equal to ϕ ; H  is the alphabet of Φ . The measure ( ),i i

j k
d u u  is non-negative and symmetric. 

The result of testing features extracted from the homotypic regions (forehead, nose, and cheek) of 
three portraits by F. Rokotov (see fig. 2, a-c) and two portraits by other artists (see fig. 2 d, e) dated to 
eighteenth-nineteenth centuries are obtained and presented in fig. 3 and tables 1–3. Here the paintings by 
F. Rokotov are denoted as R1, R2, and R3. Male and female portraits by other painters are denoted as M 
and F. The histograms of orientation angle (see fig. 3) extracted from samples shown in fig. 2 demonstrate 
similarity of homotypic texture regions in portraits by F. Rokotov and dissimilarity of ones being 
compared to regions of the same type in portraits M and F. The distance between images is calculated 
using (1) and given in table 4. It can be seen from tables 1-3 that the fragments “nose” and “cheek” in 

image R3 are closer in terms of measure 
i

jkd  to corresponding fragments in images R1 and R2 than to the 

fragments in M and F. The fragment “forehead” in R3 is closer to “forehead” in F. Taking into 
consideration the results given in table 4, one can conclude that the artistic style of images R1, R2, and R3 
differs from painting style of two other painters with respect to distance measure (1). 
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Table 1 
Values of disparity measure between fragments "forehead" 

Picture R1 R2 R3 M F 

R1 0 0.009 0.03 0.56 0.049 

R2 0.009 0 0.042 0.617 0.08 

R3 0.03 0.042 0 0.434 0.013 

M 0.56 0. 617 0.434 0 0.4 

F 0.049 0.56 0.0126 0.4 0 

Table 2 
Values of disparity measure between fragments "nose" 

Picture R1 R2 R3 M F 

R1 0 0.0067 0.0016 0.449 0.067 

R2 0.0067 0 0.0076 0.399 0.038 

R3 0.0016 0.0076 0 0.443 0.071 

M 0.449 0.399 0.443 0 0.292 

F 0.067 0.038 0.071 0.292 0 

Table 3 
Values of disparity measure between fragments "cheek" 

Picture R1 R2 R3 M F 

R1 0 0.0182 0.0037 0.249 0.087 

R2 0.0182 0 0.0166 0.155 0.039 

R3 0.0037 0.0166 0 0.233 0.095 

M 0.249 0.155 0.233 0 0.173 

F 0.087 0.039 0.095 0.173 0 

Table 4 
Distance between images of paintings 

Picture R1 R2 R3 M F 

R1 0 0.0217 0.0311 0.760 0.1202 

R2 0.0217 0 0.0458 0.7506 0.0964 

R3 0.0311 0.0458 0 0.6648 0.1193 

M 0.760 0.7506 0.6648 0 0.5258 

F 0.1202 0.0964 0.1193 0.5258 0 

Conclusion 

A feature description of images of paintings based on textural characteristics is proposed. Selected 
image features in the form of orientation angle distributions give quantitative description of a painter 
artistic style and provide suitable accuracy of features computation. Feature evaluation does not require 
segmentation of single brushstroke and is not sensitive to image acquisition conditions as opposed to 
conventional techniques. Results of the computing experiments showed the efficiency of the proposed 
features for comparing artistic styles. The proposed feature set may be used as a part of techno-
technological description of fine art paintings for restoration and attribution. The future research will be 
aimed at the extension of feature space and creating a procedure for making decisions on similarity of 
brushwork techniques of the researched paintings based on the extended feature space. 

This work is supported by the RFBR grant No 12-07-00668. 
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In this paper, distance-based embedding procedures for pattern classification (recognition) are 

proposed which allow one to classify, say, radar clutter into one of several major categories, including bird, 

weather, and target classes. These procedures do not require the arbitrary selection of priors as in the 

Bayesian classifier. The decision rule of pattern classification via embedding is based on comparison of 

distances and is in the form of associating the p-dimensional vector of observations on the object with one of 

the k specific classes. The results obtained in this paper agree with the simulation results, which confirm the 

validity of the theoretical predictions of performance of the presented procedures. An application example is 

given.  

Introduction 

Classification is often referred to simply as discriminant analysis. In engineering and computer 
science, classification is usually called pattern recognition. Some writers use the term classification 
analysis to describe cluster analysis, in which the observations are clustered according to variable values 
rather than into predefined classes.  

In classification, a sampling unit (subject or object) whose group membership is unknown is 
assigned to a group on the basis of the vector of p measured values, x, associated with the unit. To classify 
the unit, we must have available a previously obtained sample of observation vectors from each class. 

Then one approach is to compare x with the mean vectors kxxx  ..., , , 21  of the k samples and assign the 

unit to the class whose ix  is closest to x. 

1. Embedding Procedures for Pattern Classification into Two Classes 

Classification via Mahalanobis Distance. Let us assume that the two populations have the same 

covariance matrix (Σ1 = Σ2).  
If y has been embedded in the sample from the class C1, the Mahalanobis distance between two 

vectors 1•
x and 2x  is given by 

).()( 21
1
122112 xxSxx −′−=

••••

−
d  (1) 

 

If y has been embedded in the sample from the class C2, the Mahalanobis distance between two 

vectors 1x and 
•2x is given by  

),()( 21
1

122112 ••••
−′−= −

xxSxxd     (2) 

 

where S12 is the pooled within-class covariance matrix, in its bias-corrected form given by 
 

,)2(])1()1([ 21221112 −+−+−= nnnn SSS   (3) 
 

S1 and S2 are the unbiased estimates of the covariance matrices of the classes C1 and C2, respectively, and 
there are ni observations in class Ci (n1+n2=n). 

Then the classification rule becomes: Assign y to C1 if 
 

,1212 ••
> dd  (4) 

and assign y to C2 if  

.1212 ••
> dd    (5) 
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If (Σ1 = Σ2) does not hold, then instead of S12 we use 
 

   .221112 nn SSS +=ο  (6) 

Remark. If n1=n2=n, then  

,2/1)2()1( =−+− nnn  (7) 
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With equal sample sizes, the large sample procedure is essentially the same as the procedure based on the 
pooled covariance matrix. 

Classification via Generalized Euclidean Distance. Let us assume that the two populations have the 

same covariance matrix (Σ1 = Σ2).  

If x has been embedded in the sample from C1, the generalized Euclidean distance (squared) 

between two vectors 1•
x and 2x  is given by  

 

 .|)]()[(
~

12212112 ••••
−′−= S|xxxxd  (9) 

 

If x has been embedded in the sample from C2, the generalized Euclidean distance between two 

vectors 1x and 
•2x is given by 

 .|)()(
~

12212112 ••••
−′−= S|]xxxx[d  (10) 

 

Then the classification rule becomes: Assign x to C1 if 
 

   ,
~~

1212 ••
> dd  (11) 

and assign x to C2 if  

   .
~~

1212 ••
> dd  (12) 

 

If (Σ1 = Σ2) does not hold, then instead of S12 we use (6). 
Classification via Modified Euclidean Distance. Let us assume that the two populations have the 

same covariance matrix (Σ1 = Σ2).  

If x has been embedded in the sample from C1, the modified Euclidean distance between two 

vectors 1•
x and 12x  is given by 

  ,|)]()[( 121211211 ••••
−′−= S|xxxxd

(
 (13) 

where 
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If x has been embedded in the sample from C2, the generalized Euclidean distance between two 

vectors 
•2x and 12x  is given by 

  .|)]()[( 121221222 ••••
−′−= S|xxxxd
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 (15) 

 

Then the classification rule becomes: Assign x to C1 if 
 

••
+>+ 2121 dddd

((((
, (16) 

and assign x to C2 if  

2121 dddd
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. (17) 
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If (Σ1 = Σ2) does not hold, then instead of S12 we use (6). 

2. Embedding Procedures for Pattern Classification into Several Classes 

Classification via Total Mahalanobis Distance. Let us assume that each of the k populations has the 

same covariance matrix (Σ1 = Σ2  = · · · = Σk). The Mahalanobis distance between two vectors ix and jx , 

where i, j∈{1, 2, …, k}, i≠j,  is given by 
 

).()( 1
jiijjiijd xxSxx −′−= −  (18) 

 

If x has been embedded in the sample from Ci, the Mahalanobis distance between two vectors 

i•
x and jx  is given by 

   ).()( 1
jiijjiijd xxSxx −′−=

••••

−  (19) 

 

If x has been embedded in the sample from Cj, the Mahalanobis distance between two vectors 

ix and 
•j

x  is given by  
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be the total Mahalanobis distance in the case of pattern classification into k classes, where 
 

  ,ijij dd
•

=  if i = r, (22) 

and 

  ,
•

= ijij dd  if j = r. (23) 

 

Then the classification rule becomes: Assign x to the class Cr, r∈{1, 2, …, k}, for which )(xrd is largest.  

If (Σ1 = Σ2  = · · · = Σk) does not hold, then instead of Sij we use  
 

   .jjiiij nn SSS +=ο  (24) 

 

Classification via Total Generalized Euclidean Distance. Let us assume that each of the k 

populations has the same covariance matrix (Σ1 = Σ2  = · · · = Σk). The generalized Euclidean distance 

between two vectors ix and jx , where i, j∈{1, 2, …, k}, i≠j,  is given by 
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If x has been embedded in the sample from Ci, the generalized Euclidean distance between two 

vectors i•
x and jx  is given by 
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If x has been embedded in the sample from Cj, the generalized Euclidean distance between two 

vectors ix and 
•j

x  is given by 
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be the total generalized Euclidean distance in the case of pattern classification into k classes, where 
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=  if i = r, (29) 

and 
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Then the classification rule becomes: Assign x to the class Cr, r∈{1, 2, …, k}, for which )(
~

xrd is largest. 

If (Σ1 = Σ2  = · · · = Σk) does not hold, then instead of Spl we use 
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Classification via Total Modified Euclidean Distance. Let us assume that each of the k populations 

has the same covariance matrix (Σ1 = Σ2  = · · · = Σk). The modified Euclidean distance between two 

vectors ix and x , i∈{1, 2, …, k}, is given by 
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represents the ‘overall average’. 
If x has been embedded in the sample from Ci, the modified Euclidean distance between two 

vectors i•
x and x  is given by 
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be the total modified Euclidean distance in the case of pattern classification into k classes, where 
 

    ,ii dd
•

=
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 if i = r. (36) 

 

Then the classification rule becomes: Assign x to the class Cr, r∈{1, 2, …, k}, for which )(xrd
(

is largest. 

If (Σ1 = Σ2  = · · · = Σk) does not hold, then instead of Spl we use (31). 

3. Application Example 

This example is adapted from a study [1] concerned with the detection of hemophilia A carriers. To 
construct a procedure for detecting potential hemophilia A carriers, blood samples were assayed for two 
groups of women and measurements on the two variables, 

 

x1 = log10 (AHF activity)   and   x2 = log10 (AHF-like antigen) (37) 
recorded (see table 1 [2]). ("AHF" denotes antihemophilic factor.) The first group of n1 = 29 women were 
selected from a population of women who did not carry the hemophilia gene. This group was called the 
normal group. The second group of n2=23 women was selected from known hemophilia A carriers 
(daughters of hemophiliacs, mothers with more than one hemophilic son, and mothers with one 
hemophilic son and other hemophilic relatives). This group was called the obligatory carriers. The pairs 
of observations (x1, x2) for the two groups are plotted in fig. 1. Also shown are estimated contours 

containing 50% and 95% of the probability for bivariate normal distributions centered at 1x  and ,2x  
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respectively. Their common covariance matrix was taken as the pooled sample covariance matrix Spl. In 
this example, bivariate normal distributions seem to fit the data fairly well. 
 

 

Fig. 1. Image Scatter plots of [log10 (AHF activity), log10(AHF-like antigen)]  
for the normal group and obligatory hemophilia A carriers 

 
The following information is given below: 
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For instance, measurements of AHF activity and AHF-like antigen on a woman who may be a 

hemophilia A carrier give x1 = −0.210 and x2 = −0.044 (i.e., x′=[x1, x2]). Should this woman be classified 
as C1 (normal) or C2 (obligatory carrier)? 

Using Fisher’s approach [3], we obtain 
 

.27.42)()(6.96)'( 21
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1221
1
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 (39) 
 

Thus, we classify the woman as C2, an obligatory carrier. 
Classification via Mahalanobis Distance. It follows from (1) and (2) that 
 

,87.912 =
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d    .18.1112 =
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d  (40) 
Thus, since  
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we classify the woman as C2, an obligatory carrier. 
 Classification via Generalized Euclidean Distance. It follows from (9) and (10) that 
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Thus, since  
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we classify the woman as C2, an obligatory carrier. 
Classification via Modified Euclidean Distance. It follows from (13) and (15) that  
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Thus, since  
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we classify the woman as C2, an obligatory carrier. 
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Conclusion 

The approaches proposed in this paper represent the improved pattern recognition procedures that 
allow one to take into account the cases which are not adequate for Fisher’s classification rule. Moreover, 
these approaches allow one to classify sets of multivariate observations, where each of the sets contains 
more than one observation. For the cases, which are adequate for Fisher’s classification rule, the proposed 
approach gives the results similar to that of Fisher’s classification rule.  

This research was supported in part by Grant No. 06.1936, Grant No. 07.2036, Grant No. 09.1014, 
and Grant No. 09.1544 from the Latvian Council of Science and the National Institute of Mathematics and 
Informatics of Latvia. 
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In this paper, we consider the problem of statistical validation of a multivariate stationary response 

simulation model of an observed system, which has p response variables. The problem is reduced to testing the 

equality of the mean vectors for two multivariate normal populations. Without assuming equality of the 

covariance matrices, it is referred to as the Behrens–Fisher problem. The main purpose of this paper is to 

bring to the attention of applied researchers a satisfactory test that can be used for testing the equality of two 

normal mean vectors when the population covariance matrices are unknown and arbitrary. A numerical 

example is given.  

Introduction 

Validation is a central aspect to the responsible application of models to scientific and managerial 
problems. The importance of validation to those who construct and use models is well recognized [1–3]. 
However, there is little consensus on what is the best way to proceed. This is at least in part due to the 
variety of models, model applications, and potential tests. The options are manifold, but the guidelines are 
few.  

It is generally preferable to use some form of objective analysis to perform model validation. 
A common form of objective analysis for validating simulation models is statistical hypothesis testing. 
Statistical hypothesis testing, as distinguished from graphical or descriptive techniques, offers a 
framework that is particularly attractive for model validation. A test would compare a sample of 
observations taken from the target population against a sample of predictions taken from the model. The 
validity of the model is then assessed by examining the accuracy of model predictions. Such tests have 
numerous advantages: they provide an objective and quantifiable metric, they are amenable to reduction 
to a binary outcome, and therefore permit computation of error probability rates, and they accommodate 
sample-based uncertainty into the test result.  

Not surprisingly, a number of statistical tools have been applied to validation problems. 

For example, Freese [4] introduced an accuracy test based on the standard χ2 test. Ottosson and 
Håkanson [5] used R2 and compared with so-called highest-possible R2, which are predictions from 
common units (parallel time-compatible sets).  

The purpose of this paper is to give a methodology based on pivotal quantities for constructing 
statistical hypothesis tests, which are used for validating a simulation model of a real, observable system. 

1. Preliminaries 

Detection, decision making, and hypothesis testing are different names for the same procedure. The 
word detection refers to the effort to decide whether some phenomenon is present or not in a given 
situation. For example, a radar system attempts to detect whether or not a target is present; a quality 
control system attempts to detect whether a unit is defective; a medical test detects whether a given 
disease is present. The meaning has been extended in the communication field to detect which one, among 
a finite set of mutually exclusive possible transmitted signals, has been transmitted. Decision making is, 
again, the process of choosing between a number of mutually exclusive alternatives. Hypothesis testing is 
the same, except the mutually exclusive alternatives are called hypotheses. We usually use the word 
hypotheses for these alternatives in what follows, since the word seems to conjure up the appropriate 
intuitive images. 

In using statistical hypothesis testing to test the validity of a simulation model under a given 
experimental frame and for an acceptable range of accuracy consistent with the intended application of the 
model, we have the following hypotheses: 
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H0: Model is valid for the acceptable range of accuracy under the experimental frame. 
 

H1: Model is invalid for the acceptable range of accuracy under the experimental frame. 
There are two possibilities for making a wrong decision in statistical hypothesis testing. The first 

one, type I error, is accepting the alternative hypothesis (H1) when the null hypothesis (H0) is actually 
true, and the second one, type II error, is accepting the null hypothesis when the alternative hypothesis is 
actually true. In model validation, the first type of wrong decision corresponds to rejecting the validity of 
the model when it is actually valid, and the second type of wrong decision corresponds to accepting the 
validity of the model when it is actually invalid. The probability of making the first type of wrong 

decision is called model builder's risk (α) and the probability of making the second type of wrong 

decision is called model user's risk (β). 

2. Problem Statement 

Suppose that we desire to validate a multivariate stationary response simulation model having p 

normally distributed response variables. Let µµµµm and µµµµs be the population means of the model and system 
response variable, and let Qm and Qs be the model and system covariance matrices. We are interested in 
the testing problem 

 H0: µµµµm=µµµµs vs. H1: µµµµm≠µµµµs.           (1) 
 

Furthermore, let us assume that for the purpose, for which the simulation model is intended, the 
validity of the model can be determined with respect to its mean response, and the acceptable range of 
accuracy can be expressed as the difference between the means of the model and the system responses and 
can be stated as  

, ∆∆∆∆µµµµµµµµ ≤− sm      (2) 

where ∆∆∆∆ is a vector of the largest acceptable differences. Thus, we deal with the multivariate Behrens-

Fisher problem, where it is assumed that µµµµm and µµµµs are unknown p × 1 vectors and Qm and Qs are 

unknown p × p positive definite covariance matrices. 

3. Statistical Validation with Equal  

Covariance Matrices 

Let the p-vectors X1, X2, …,
mnX and Y1, Y2, …, 

snY be independent  (potential)  random samples 

from X (model) and Y (system), respectively, where X~ Np(µµµµm,Qm) and Y~Np(µµµµs,Qs). The problem is to 

compare the mean vectors µµµµm and µµµµs. 
Here we consider the case when the covariance matrices of the two normal distributions are equal 

(say Qm=Qs=Q). In this case, Hotelling’s T2 statistic is used for testing the hypothesis H0: µµµµm= µµµµs vs. H1: 

µµµµm≠µµµµs. 

Define 
 

,
1

1

∑
=

=
mn

i

i
mn

XX  ,
1

1

∑
=

=
sn

j

j
sn

YY  ∑
=

′−−
−

=
mn

i

ii
m

m
n

1

,))((
1

1
XXXXS  .))((

1

1

1

∑
=

′−−
−

=
sn

j

jj
s

s
n

YYYYS      (3) 

 

Then 
 

),/(,(~ mmmp nN QX µµµµ  ),)/1(,(~ sssp nN QY µµµµ  ),,1(~)1( mmpmm nWn QS −− ),,1(~)1( sss sp nWn QS −−  (4) 
 

and these are mutually independent, where Wp(n,Q) denotes the Wishart distribution with n degrees of 
freedom and corresponding covariance matrix Q. If Qm=Qs=Q, then 

),)/1/1(,(~ QYX smsmp nnN +−− µµµµµµµµ  ssmm nn SS )1()1( −+− ),,2(~)2( QS −+−+= smpsm nnWnn   (5) 
 

where “ ~ ” denotes “is distributed as”. Thus the test statistic is 
 

)(])/1/1[()( 12 YXSYX −+′−= −
sm nnT ).()( 1

YXSYX −′−
+

= −

sm

sm

nn

nn
            (6) 
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The T
2
 statistic has the central T2 distribution when µµµµm=µµµµs is true. For T2 to have an F distribution, 

the expression for T2 must be weighted by the factor (nm + ns−p−1)/[p(nm + ns−2)] so that 
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where 1, −−+ pnnp sm
F is the F distribution with degrees of freedom p and nm + ns−p−1. If 
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where 

,1}Pr{ 1;1, αα −=≤ −−−+ pnnp sm
FF                (9) 

 

the null hypothesis H0 (1) is accepted  and rejected otherwise. 

A 100(1-α)% confidence region for µµµµm−µµµµs is given by 
 

sm
C µµµµµµµµ − ,                      (10) 
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represents a pivotal quantity whose distribution does not depend on unknown parameters. 

Thus, the decision rule for testing the validity of the model with specified model user's risk (α) is 
the following: Accept the validity of the model for the acceptable range of accuracy (2) under the given 
experimental frame if (8) takes place and  

 

∆∆∆∆µµµµµµµµ    ≤− sm  for all .)
sm

Csm µµµµµµµµµµµµ(µ(µ(µ(µ −∈−     (12) 
 

Testing the equality of two covariance matrices. For testing the hypothesis H0: Qm=Qs, for two 
multivariate normal populations, the statistic 

 

||ln)2( S−+= sm nnM      (13)  
is used. χ2 approximation for the probability distribution of M is given by Box [6] as 
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The hypothesis H0
  is rejected if 

,)1( 2
1; αχ −>− fAM      (17) 

where α is the significance level. 
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4. Statistical Validation with Unequal  

Covariance Matrices 

Let the p-vectors X1, X2, …, ,
mnX  and Y1, Y2, …, 

snY  be independent (potential) random samples 

from X (model) and Y (system), respectively, where X~ Np(µµµµm,Qm) and Y~ Np(µµµµs,Qs). The problem is to 

compare the mean vectors µµµµm and µµµµs.   
In this section, we consider the case when the covariance matrices of the two normal distributions 

are unequal (i.e., Qm≠Qs). In this case, for testing the hypothesis H0: µµµµm= µµµµs vs. H1: µµµµm≠µµµµs, a very natural 
statistic  

 

)(]//[)( 12 YXSSYX −+′−= −
• ssmm nnT     (18)  

can be used. This test statistic has approximately Hotelling’s  distribution, as it is shown in Krisnamoorthy 
and Yu [7], i.e.,  
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where 

)1( += ppν             (20)  

Krishnamoorthy and Yu [7] showed that ν is bound in the same way as in the one-dimensional case, 

,2)1 ,1min( −+≤≤−− smsm nnnn ν        (21) 
 

ν being close to the upper bound tells us that the two variance matrices are (almost) equal. The closer ν  is 
to the lower bound, the bigger the discrepancy is between them. The lower bound is attained only if one of 
Sm, Ss is a zero matrix.  

A 100(1-α)% confidence region for µµµµm−µµµµs is given by 
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Thus, in this case, the decision rule for testing the validity of the model with specified model 
builder's risk is the following: Accept the validity of the model for the acceptable range of accuracy (2) 
under the given experimental frame if   

 

αν
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and (22) takes place. 

5. Numerical Example 

Based on the experimental data from the simulation model (nm=28) and the observed system 
(ns=28), the summary statistics for the simulation model (subscript m) and the observed system (subscript 
s) follow 



















=

500.86
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X , 



















=

964.81

679.34

179.45

964.28

Y  and 


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














=−

4.536

0.893

3.464

0.179

YX .                 (24) 

 

The sample covariance matrices defined in (3) are: 
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

















=

074.91519.30704.56815.21

519.30513.17582.14434.4

704.56582.14608.78942.30

815.21434.4942.30942.22

mS  and 



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






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



=

258.132951.31451.38517.31

951.31522.20726.11062.15

451.38726.11374.42747.18

517.31062.15747.18036.24

sS . (25) 

 

Consider testing 
 

H0: µµµµm− µµµµs= 0 vs. H1: µµµµm−µµµµs ≠ 0.              (26) 

Statistical validation when Qm= Qs. The pooled sample covariance matrix is given by 


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



=

666.111235.31577.47666.26

235.31018.19154.13748.9

577.47154.13491.60845.24

666.26748.9845.24489.23

S         (27) 

 

and the Hotelling T2 statistic defined in (6) is computed as 
 

.646.5)(])/1/1[()( 12 =−+′−= − YXSYX sm nnT           (28) 
Taking α = 0.025, we have that 
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Because T
2 = 5.646 < 12.93, we do not reject H0. Thus, the data do not provide sufficient evidence to 

indicate that the mean vectors are significantly different. 
Testing the equality of two covariance matrices. It follows from (13) and (16) that 
 

,48.2025377.19)1( 2
1; =<=− −αχ fAM             (30) 

 

where M=20.91959, A=0.07963, f=10, α=0.025. Thus, the data do not provide sufficient evidence to 
indicate that the covariance matrices are significantly different. 

Statistical validation when Qm ≠ Qs. For this example, the values of T2 and 2
•T  must be the same 

because the sample sizes are equal. Thus, 
 

.646.5)(]//[)( 12 =−+′−= −
• YXSSYX ssmm nnT       (31) 

 

The approximate degree of freedom  
 

)1( += ppν             (32)  

and the critical value 

.868.10
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Because 2
•T = 5.646 < 12.988, we do not reject H0. 

Thus, both tests produced similar results and yielded the same conclusions.  

Conclusion 

In this paper, the definition of a confidence region is generalized so that problems such as 
constructing exact confidence regions for the difference in two multivariate normal means can be tackled 
without the assumption of equal covariance matrices. This allows one to provide satisfactory solutions in 
a variety of problems, not just the ones reported here. 

This research was supported in part by Grant No. 09.1544 from the Latvian Council of Science. 
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In this paper, we considered a problem of specific software development for parallel processing of 

large volume of image. It is based on concept of generating a list of tasks and distributed at different 

computational resources. The effectiveness of such a system is gained due to interaction between database, 

command interpreter for image analysis and monolithically compiled programs. 

Introduction 

It is quite complicated to replicate in computerized applications tools for automated image analysis 
if we need a full universal support of workplace in several ways [1]. Thus, we come to the necessity of 
using the already popular notion of Software Flexibility. It mustn’t be confused with a flexible 
development methodology – “Agile software development”, – the concept, which is quite popular as a 
new feature  of software applications. The generally accepted definition of software flexibility has been 
given by IEEE [2] (Flexibility: “The ease with which a system or component can be modified for use in 
applications or environments other than those for which it was specifically designed”). It can be 
challenged on a number of positions. In addition there is already a number of metrics at the moment, 
characterizing the degree of flexibility of the developed environment [3] but sometimes it contradict with 
each other. This issue is actually not the subject of this paper, since authors are pursuing the global goal to 
offer the architecture of applied task-driven system that would later allow: 

− aiding image analysis, by making the results quantitative, reproducible, and objective; 

− selecting relevant subsets of features in diagnostic tasks, by tracing the set of features most 
commonly used by experts; 

− discovering new knowledge, by allowing the extraction of novel features and the execution of 
statistical tests for evaluating their significance; 

− supporting decision making since it can be considered as a first step in the development of a 
knowledge base for automated analysis and diagnosis. 

At this stage, we propose  conceptual schemes for process management of image processing system 
(as an application domain), and generating a user interface, with the intellectual, social (collaborative, 
recommending) component according to specific needs of certain users and developers. It allows 
modifications and building-up the functionality due to the wide use of workflows (processing scripts), 
which obviously will contribute to solve a problems described above. 

1. Properties of Image Analysis Software 

As of applied needs there are plenty of modern software for image analysis already developed at the 
moment. It sense of way they were built we can distinguish six types of applications:  

− application programming interface (API) –  a set of functions or routines that are designed  to 
solve a specific task or are allowed to interact with a specific software component (for example VIGRA, 
IM); 

−  script application – number of instructions (a programm) writted using scriprt paradigm for 
special run-time environment that can interpret (rather than compile) and automate the execution of tasks 
which could alternatively be executed one-by-one (for example luaCV scripts , TCL-ITK);  

− plug-in – a software component that adds a specific feature to an existing software application 
(for example ImageJ);  

− software component – is a software package, a web service, a web resource, or a module that 
encapsulates a set of related functions (or data) (for example toolboxes for Matlab, Matcad);  

− event component  are handled synchronously with the program flow, that is, the program has 
one or more dedicated places where events are handled, frequently an event loop (for example IMAQ); 

− source code is any collection of computer instructions (possibly with comments) written using 
some human-readable computer language (OpenCV, ITK). 
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 Though these types are mixed for different software packages (for instance, libraries IM, OpenCV 
may b  classifed as API and source code also), each type of software has certain differences and 
properties. They either offer a high degree of adaptability with little or no assurance over consistency or 
severely restrict change to achieve consistency (fig. 1). Source code, depicted in the lower right corner, 
offers complete adaptability because it permits third parties to change the applications source code, its 
principal behavioral specification. In theory, any change is possible. In practice, the burdens of 
understanding a source code good enough to make changes coupled with verifying the correctness of 
those changes poses significant hurdles, especially for large intricate software systems. While any change 
is possible, few if any assurances are provided over those changes. In response, various strategies have 
been devised that help raise confidence in source code changes, and hence an applications consistency. 
These include confining change to certain source files and verifying application invariants using 
embedded assertion statements or test scripts. The consistency gained using these measures cuts off 
certain avenues of adaptability. 

 

Fig. 1. Dependency between adaptability and consistency offered  
by current realization techniques for image analysis software 

 

Monolithic applications, which lack such mechanisms, represent the opposite extreme. By prohibiting 
third party change, application developers can guarantee a high degree of consistency. Incorporating 
techniques of developing into these applications, by utilizing APIs or component architectures for example, 
increases adaptability by permitting third parties to change certain aspects of the application, but 
simultaneously introduces the possibility that those changes could violate consistency. 

2. Tools for Image Analysis 

At first, data are processed using temporary file, which allows us to analyze records (images). Then, 
a transfer by calling a run-time library is performed. The system was designed as the main module. It 
provides interaction of complex components as it is built on the interpreter of Lua language  

Lua is a register-based virtual machine. Traditionally, most virtual machines intended for actual 
execution are stack-based ones. Algorithms, designed with Lua, are optimized by tables and used as 
arrays: unlike other scripting languages, Lua does not offer an array type. Instead of it Lua programmers 
use regular tables with integer indices to implement arrays. Lua uses a new algorithm that detects whether 
tables are being used as arrays. These algorithms automatically store the values associated to numeric 
indices in an actual array, instead of adding them to the hash table (fig. 2). This mechanism uses an array-
based stack to store activating records. There is a novel approach to function closures that keeps local 
variables in the array-based stack and pushes them to the heap. Every package included in Lua is 
represented in such table-array.  

We set two additional columns in this table to define vector of probability coefficient of image 
characteristics and vector of coefficient of the target. In this case the target is considered as characteristics 
of the image processed by current function. These vectors allow to select image processing function on a 
base of characteristics analysis. 
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Fig. 2. Script generation cycle for image processing and analysis 

 
All vectors are collected by comparing with image characteristics by means of Lua-table. This collection 

is sending then toIntelligent Agent to generate a new script. Script processes the image and changes 
characteristics. These characteristics are pushed to Lua-table then to generate a new collection for Intelligent 
Agents and to represent in User Interface together with processed image. In result software modifies itself and 
changes processing properties and interface. Image structure is determined by a module of graphical interface 
into OpenCV library, which is responsible for visualization and representation of images. Headers of image 
structures are global variables-pointer of interpreter LUA and have special type – user data. User data 
correspond to pointer in computer address space. This module also includes image read/write function, simple 
functions of image processing and interactive contouring. All interactive functions return values in the event 
block, which changes global variables of interpreter. For tasks of monitoring space-occupying lesion a 
simultaneous usage of several modules is required. In this case, an interaction has been performing by using 
global variables of the Lua interpreter and properties of user data type. 

3. Multitasking system for big data image processing tools 

A principle scheme to process and analyze large image volumes based on task tables is proposed 
was proposed were each of computer systems has its own priority for any task . At every step, functions 
are indicated by priorities. For instance, for image enhancement the higher priority is defined to noise 
removing, next priority level includes contrast enhancement and correction of the borders. Priorities 
determine the order of functions application and necessity of re-analysis using Neural Network. The 
variable of priority determines location of function in the generated script. In consequence such software 
has intelligent self-programming possibilities. the concept is based on combination of dynamic libraries, 
databases and the interpreter features with a set of image processing functions. As a result, the software 
can be divided into two parts: the first one is focused on an independent application design, and the 
second one is related to applied users. The interpreter has an opportunity to use additional functions of 
dynamic libraries. It allows to change software properties and avoide the compilation stage. On the other 
hand, users can change a task in a database, which allows to parallelize and control its execution process. 

It is known that idea of parallel computing is based on the fact that the problems can often be 
divided into a set of smaller problems, which can be solved simultaneously. Parallel computing is 
presented in several forms: the bit level parallelism, instruction level parallelism, data parallelism, and 
task parallelism. In our case, data parallelism will be used. The main idea of the approach based on the 
data parallelism is that of one operation being performed on all the data array elements. Various fragments 
of such an array are processed using different processors being nearby or distributed in a computer 
network. The data distribution between the processors is carried out by the software. 

In common, system is constructed from four basic software components: file server for images set, data 
base for tasks management, manager for generating sets of tasks and manager for task execution (fig. 3).  
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File server stores all images (original one and processed). All managers are realized as client 
application. The manager of tasks generating spends estimation of images from file server. Evaluation of 
image marks is performed based on a specialized tool as described above This manager creates a list of 
tasks by linkages image estimation marks with commands of image analysis and processing solutions and 
user decision. This list is stored in the database. Simple manager of tasks execution takes first command 
with special status form database and push it to execution. It changes status of command for every stage 
of processing. In result sets of images are processed by different computing resources at the same time. It 
decreases a computational cost of image analysis. Parallel computing systems are physical computing and 
the software systems performing, in one way or another, parallel data processing on many computational 
nodes. On each processor of the multiprocessor system, a single-threaded process is implemented which 
communicates with the processes running on other processors using the messages.  One sequential 
function that processes one image (or group of the coupled images) is developed, and the system provides 
application of this function to large image volume in a parallel mode. It allows to focus on developing the 
image processing algorithms while avoiding the distraction related to parallel processing implementation. 
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Fig. 3. Information flows of multitasking system for big data image analysis 

Conclusion 

The technology of software development based on the automatic generation of the scripts including 
the set of simple image processing functions for a variety of problems of large image sequences analysis. 
This software is based on the open architecture principles and allows to change the design on the user 
workstation without compilation stage on the real-time basis. At the same time, the program execution 
time remains the same as the one in the compiled version. The software dynamism is significantly 
improved as using the interpreter components, the software can be easily modified and adapted to solving 
new problems. In addition, the overall concept of such software development will definitely show its 
worth in complex software systems designing  in the nearest future.  
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One of the important problem of modern direction of cytological image analysis is cells segmentation. 

There are many algorithms in this field. But image properties and methods of cell investigation are changing 

every day. Today most perspective direction of cytological image analysis is lifing cells investigation. Such 

images lead to many troubles for cells analysis. In this paper we are proposed solution of one such problems: 

pattern extraction of cells from its aggregation. 

Introduction 

Investigation of the features of processes in cell cultures is essential for assessment and prediction 
of activity of a number of pathological processes. The ability to control these processes is connected to the 
development of appropriate technical equipment of monitoring of dynamical changes of cells and their 
biochemical properties in different phases of culture growth. At the same time, the quantitative 
interpretation of the dynamic changes of cell populations and clusters of cells may allow diagnosis of 
processes in different tissues of the body at an earlier stage of their development. 

Quality monitoring of cell activity is performed in special boxes that significantly degrade the 
image. On the other hand cells are grouped together and stick together making it difficult to study them. 
This conditions leads to the fact that for the characterization of the cells during the process of their work 
requires the development of additional algorithms for their separation and image enhancement. 

1. Properties of microscopic images acquisition 

Microscope is an instrument used to produce magnified images of objects that are too small to be 
seen with the naked or unaided eye. Types of microscopes designed to study of microorganisms include 
the light microscope, dark field microscope, phase contrast microscope, confocal microscope, interference 
microscope, fluorescence microscope, electron microscope, and atomic force microscope. 

Optical microscope (or compound microscope) consists of two lenses: an objective and an eyepiece 
(ocular). Light microscope uses a beam of light to create an enlarged image of the specimen. 

Ray tracings in the optical microscope are the respective objective and eyepiece focal points. The 
object deform direction of rays. In result maximum intensity of light is concentrate near body center and 
borders of cells image are usually dark. The real image of the cell formed by the objective on camera 
matrix and every time support by this properties of cells borders (fig.1). Such image correspond to 
distortion of rays by cell and don’t support information about density of matter in the cell.  

The ability of an optical microscope to view an object depends on the size of the object relative to 
the wavelength of the light used to observe it. Sizes of small details that can be discerned through a 
microscope depend on the restrictions due to light diffraction. Diffraction is a deviation of light from the 
rectilinear propagation as it passes around the edge of an object that is physically the approximate size of, 
or even smaller than that light's wavelength. 

Therefore the most important feature for a cell in the image is the shadow. Despite recent advances 
in modeling the Shape-from-Shading problem and its numerical solution, practical applications have been 
limited. This is primarily due to the lack of perspective Shape-from-Shading models without the 
assumption of a light source at the camera center and the non-metric spatial localization of the 
reconstructed shape. We try a modified formulation of the problem that was described in [1].  That allows 
the reconstruction of surfaces lit by a near point light source away opposite the camera center. The 
knowledge of the light source position can enable the recovery of depth information in a metric space by 
triangulating specular highlights. But such methods lead to many problems of border condition on the 
image and time required. 
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CELL
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Image profile

             
a)      b) 

Fig. 1. Properties of images acquisition by microscope: a) light ways for image forming;  
b) sample of microscopic image of cell   

For solution of this problem we are developed simple algorithm for volume reconstruction of cells 
on the image. 

2. Volume reconstruction of cells from image 

Usually acquisition of images by optical microscope reflects all distortion optical way of 
equipment. Therefore light maximum on the image of cell is usually shifted. Cells are aggregate together 
and change image. In this case classical methods of geometrical reconstruction don’t work. But we can 
use of properties of cell border. Every time the border region is corresponding to local minimum on 
profile line (fig. 2) 

 

 

Fig. 2. Image of cells aggregation with profile line of intensity 

For easy image understanding the algorithm invert intensity of image and for cells border intensity 
increase or decrease. 

The algorithm is divided on tree stages. Those stages are corresponded to procedures of raster 
scans, but direction of scanning is changed for every iteration. The first iteration is completed from left to 
right and top to bottom direction. Every step of this iteration changed of intensity by low: 

 

, 
 
where Ix,y is intensity of current pixel, Ix-1,y, Ix,y-1, Ix-1,y-1 are intensity of pixels from neighborhood. The new 
intensity include previous changes from neighborhood pixels. In result we take specific image with 
intensity integral properties (fig. 3).  
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a)     b) 

Fig. 3. Profiles of processing image of cells aggregation: a) from left to right and top to bottom direction;  
b) from right to left bottom and to top direction 

 

The second stage is similar to the first but direction changed from right to left bottom and to top 
direction. In this case intensity is changed by low: 

 

, 
 
where Ix,y is intensity of current pixel, Ix+1,y, Ix,y+1, Ix+1,y+1 are intensity of pixels from neighborhood. 

On third stage the image are of formed as minimum from results of the first and second stages (fig. 
4). 

. 
 

 

Fig. 4. Image of cells aggregation from third stage with profile line of intensity 

In result we take image like as depth map that include volume properties (fig. 5). 

3. Detection of cells patterns on the image 

The depth map allows you to split image to layers of depth where cells are on different levels. It is 
realized it by multilayer binarization.  We use multilayer Otsu algorithm of thresholding of image 
histogram (fig. 6) [2]. In result we take a few binary images with regions that are corresponding to cells of 
depth layers (fig. 7). The next trouble is separating such regions for cells.  

The separating is very complex problem that connected with morphological properties of images 
[3]. We started investigate this problem from transformation of binary image to distance map [4] (fig. 8, 
a). Than skeleton is constructed from this map by gray thinning algorithm [5, 6] (fig. 8, a). The skeleton 
includes morphological features of cells aggregation regions. It consists from pixels where intensity index 
correspond to minimal distance from region border to this pixel. Changing of speed characterize existing 
circles that construct regions. Those circles correspond to cells. The special procedure spend analysis 
every branch of this skeleton from end points to the center and detect point of circles centers (fig. 9, a).  
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Fig. 5. Depth map of cells aggregation 

 

 

Fig. 6. Definition of binarization levels from depth map histogram  

 

       

a)   b) 

Fig. 7. Binary layers of  cells aggregation: a) top; b) bottom 

 
We detect specific pixels of center of cells where pixels index describe radius of cells (fig. 9, a). It is very 
easy reconstruct regions that are corresponding of separate cells by drawing circles (fig. 9, b). 
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a)   b) 

Fig. 8. Transformations of binary layers of cells aggregation: a) top; b) bottom 

  

a)   b) 

Fig. 9. Regions of separate cells from aggregation: a) centers of cells; b) reconstructed regions 

Conclusion 

The method of detection regions of separate living cells from aggregation is proposed. It cosist of 
two algorithms for depth map reconstruction and cells separation. The first algorithm has complexity 
estimation mark which equals O(n). Such mark for the second algorithm equals O(n2). It is allow to decide 
the method is very fist. In other case this method leads to qualitative results. Of course shape of 
reconstructed cells is not ideal but this method can by improve in near feature. 
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In the article the algorithm of three dimensional fast Fourier transform, which is the three-dimensional 

analogue of the Cooley-Tukey algorithm, is given. The result of numerical experiments are presented. 

Introduction 

The one-dimensional fast Fourier transform (FFT) is the most popular tool for calculating three-
dimensional Fourier transform. As a rule, to estimate the 3D FFT, a standard method of combining one-
dimensional FFTs [1]. The possibility of another algorithm for 3D FFT calculation, which is an 3D analog 

of the Cooley-Tukey algorithm for periodic signal with a period of 
s2  by three coordinate, is studied in 

the paper. The number of operations applied to calculate 3D FFT is considerably less than the sequential 
application of the 1D FFT computations. Testing of the algorithm shows that the rate of the FFT 
computation using the proposed algorithm is about 3 times higher than with the combination of one-
dimensional FFTs. 

1. The algorithm description 

Let us have a look at the signal f , which is a three-dimensional periodic signal with a period of 
s2  

by three coordinate. The counts are given as ptkf ,, , where 
s

ptk 2:0,, = . The discrete Fourier transform 

(DFT) for the signal f  is given in the formula:  
 

2 2 22 1 2 1 2 1

2 2 2
, , , ,

0 0 0
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s s s

s s s

inp imt ilk

l m n k t p

k t p

F f e e e

π π π− − −

= = =

=∑∑∑      (1) 
 

The three-dimensional DFT can be calculated by means of one-dimensional DFT combinations. For 
this reason F is calculated as follows: 
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The sum in the square brackets (2) is the one-dimensional DFT calculation, for example, in rows, 
then the sum in round brackets is the 1D FFT calculation in columns, then the outer sum, therefore, is the 
1D FFT in height. Let us transform the formula by partition the third coordinate into even and odd 
components: 
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where 
12,, ptkf , 12,, 1+ptkf  - three-dimensional even subsignals of the signal ptkf ,, ,  containing the signal 

components ptkf ,,  with even and odd indices along the third coordinate. It is clear that the dimensional of 

these signals is 
1222 −×× sss
. Observe that ( )nmlg ,,1

0,,βα  and ( )nmlg ,,1

0,,βα  is the three-dimensional 

FFT for subsignals 
12,, ptkf  and 12,, 1+ptkf  accordingly. 

It can be shown that  the factor 
s

in

e 2

π

 of the formula (3) is symmetric with respect to 
12 −s
, that is for 

12:0 1

1 −= −sn  and 
1

1 2 −+= snn  we have: 
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Then, from (3) and (4) we obtain:  
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where 12:0, −= s
ml , 12:0 1

1 −= −sn . 

For each of the sums ( )1

1

0,, ,, nmlg βα  and ( )1

1

1,, ,, nmlg βα  procedure (3) can be extended, for 

example, the second partition of coordinates on even and odd components. Then we obtain four sums: 
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where 12:0 −= s
l , 12:0, 1

11 −= −s
nm . 

Applying again on the formulas (7) procedure (3) for the decomposition of the first coordinate on 
even and odd components, we obtain the eight sums (8): 
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where 12:0,,,,, 1'

11

'
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'

11 −= −s
nnmmll , 111 ,, nml  - respectively even components of nml ,, ,  and 

'

1

'

1

'

1 ,, nml  - odd ones, dimensional obtained subsignals (8) is 
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An example, the type of signal 
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where 12:0,, 1

111 −= −s
nml . 

Then we can recursively apply this procedure for each of subsignals (8)  until we get the final 

dimension subsignals 222 ×× : 
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where 1:0,,,,, ''' =ssssss nnmmll , sss nml ,,  -  respectively even components of  111 ,, −−− sss nml ,  and 

''' ,, sss nml  - odd ones, dimensional obtained subsignals  (10) 222 ×× . The final values for F  are 

calculated similarly to (9).  
Let us calculate the total amount of operations. The three-dimensional FFT by analogue of the 

Cooley-Tukey algorithm over the signal ptkf ,,  of the 
sss 222 ××  dimensional requires 

s
s

323  operations 

of complex multiplications and 
s

s
32

8
7  operations of complex additions [2, 3]. If we calculate the 3D 

FFT of the ignition signal ptkf ,,  by partition into 1D FFT, the number of operations required will be: 

s
s

32  of complex multiplication and 
s

s
32  of complex additions.  

2. The obtained results 

For the algorithm testing the program in the programming language C++ has been written. The 
testing was conducted on PC with following characteristics: 

Processor: Intel Core i5 2.4 GHz; 
RAM: 4 GB; 
Operating system: Windows 7. 
The presented algorithms working time is given in table.  

Table 1  
The three-dimensional FFT working time, sec. 

Size of signal 
3D FFT by partition into 1D 

FFT 
3D FFT of analogue algorithm of 

Cooley-Tokey 

32*32*32 0,006 0,002 

64*64*64 0,045 0,019 

128*128*128 0,298 0,134 

256*256*256 2.850 1,225 

512*512*512 29,840 10,658 

Conclusion 

The modified algorithm of the three-dimensional FFT by analogue of the Cooley-Tukey algorithms 
requires fewer complex operations of multiplication and is faster than its analogue of 3D FFT calculation 
by partition into 1D FFT. 
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The article shows relevance of design and implementation of systems of localization of production 

markings on digital images. The analysis, description and comparison of this class of systems is performed. In 

the course of conducting a comprehensive analysis the main characteristics of the systems under consideration 

are identified and existing software systems are analyzed. The results of estimates of the characteristics of the 

systems on the example of localization systems of state license plates are given. The algorithm for localization 

of production markings with the use of analysis of the color data  on digital images is developed. 

Introduction 

Technical (machine) vision systems (TVS) [1] allowing to recognize objects and control quality of 
products are becoming more common in industrial automation. The latest technology allows creation of 
cameras similar in structure to the human eye. Intelligent machine vision cameras are used in many fields 
of industry and science. For the purpose of automation of production processes there are problems of 
selecting and creating algorithms for searching, localization and identification of industrial objects [2]. 
One of such problems is the problem of search and localization of labels on the monitored objects, 
because for the correct operation of the TVS it is necessary to find the image that gives you the maximum 
amount of useful information [3]. Contributions to the development of techniques for the identification of 
markers in TVS were made by Alan Sloan, Georey M. Davis, George H. Freeman, Huawu Lin and many 
others [4]. 

The aim of the research is the development of an algorithm for localization of production markings 
using the analysis of color digital images. 

To achieve this goal it is necessary to perform several tasks: 
Review existing localization systems and identify the main functional features of these systems. 
Review existing algorithms for localization of production markings 
Form the main requirements for the developed algorithm of localization of production markings on 

the basis of the analysis of color data. 
Perform experimental research of the algorithm. 

1. Comparative analysis of localization systems marking on digital images  

At the first stage of the analysis several systems of localization of state license plates of cars in 
digital images and video streams created by leading domestic and foreign manufacturers [5] were 
considered. 

The “AUTO-Inspector” system. AUTO-Inspector, which is a special hardware-software module 
for registration and recognition of license plates made by the “STB-Service” company, works as follows. 
The TV camera is installed over the controlled lane. The camera is connected to the AUTO-Inspector 
system, the software of which detects the appearance of the car in a frame, select the frame with the 
optimum size and clarity of the car license plate and recognizes the number of the car in the frame. The 
database retains the freeze frame or the entire movie associated with the vehicle, as well as the recognized 
license plate number, date and time of travel of the vehicle. The result is a string with the recognized 
number and freeze frame with a picture of the car sent to the database. 

The “Intelligent Auto” system. The ITV company has developed a system of recognition of 
automobile numbers called “Intelligent Auto”. The principle of action of the system of recognition of 
automobile numbers is as follows: when driving on a stretch of roadway, in the field of vision of the 
camera, automatic recognition of license plate is performed, the license plate number is logged and 
checked for a match with numbers in the database. 

The “SL-Traffic” system. SL-Traffic is a software module for reading and recognition of 
automobile numbers in real time made by the SpecLABcompany. The module works as a video filter for 
the  GOALcity system or can be integrated into any video registration system, including third-party 
systems. The principle of action is as follows: At the checkpoint a camcorder is set according to the 
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requirements listed above. The video signal from the camera is entered into a computer by means of 
installed video capture boards and processed in real time by the SL-Traffic software module for reading 
and recognition of automobile numbers. 

The review highlighted important criterias to evaluate the systems of localization of state license 
plates of cars in digital images and video streams: 

−−−− the maximum permissible speed (in kilometers per hour); 

−−−− the maximum number of simultaneously recognized license plate numbers; 

−−−− minimum illumination (in Lux); 

−−−− vertical angle to the plane of the roadway (in degrees); 

−−−− the probability of localization and recognition (in percentage); 

−−−− minimum height of the number in the frame (in pixels). 

2. Comparative analysis of algorithms for the localization of character markings  

on digital images   
 

The Scale Invariant Feature Transform (SIFT) algorithm. This algorithm belongs to the 
methods to compare images based on the comparison of knowledge about images in general. In the 
general case, it looks like the following: for each point of the image the value of a specific function is 
calculated, on the basis of these values a certain characteristic can be attributed to the image, then the task 
of image comparison is reduced to the comparison of such characteristics. 

The algorithm can be represented by a sequence of the following steps: 
1. Key points and their descriptors are detected on digital images. 
2. Matching key points are detected by matching descriptors. 
3. Localization of the specified object is performed based on a set of matching key points. 
The Speeded Up Robust Features (SURF) algorithm. The SURF algorithm solves two tasks – 

finding key points of the image and creating their descriptors that are invariant to the scale and rotation. A 
key point descriptor will be the same even if the sample was resized and rotated. The method locates 
special points using the Hesse matrix. The determinant of the Hesse matrix reaches an extremum at points 
of the maximum change in the gradient of brightness. This algorithm well detects spots, corners and edges 
of the lines. The determinant of the Hesse matrix is invariant with respect to rotation, but not invariant to 
scale. The SURF algorithm uses different filters to find the determinant of the Hesse in order to solve the 
problem of scale invariance. 

For each key point the direction of maximum brightness change (gradient) and the scale taken from 
the scale coefficient of the Hesse matrix are calculated. Gradient at the point is calculated using Haar 
filters. 

After finding the key points SURF forms their descriptors. A descriptors is a set of 64 (or 128) 
numbers for each key point. These numbers reflect fluctuation of the gradient around the key point. Since 
the key point is the maximum of the Hessian, this ensures that in the neighborhood of the point there are 
areas with different gradients. Therefore there is high dispersion (difference) between descriptors for 
different key points. 

3. Algorithm for localization of production markings with the use of analysis of the 

color data on digital images   

Development of the algorithm is based on the fact that each code used for production purposes has 
its own color palette. For example, the state license plate numbers of automobiles are using white and 
black colors, as are markings based on bar codes (fig. 1) [5]. 

 

Fig. 5. Types of labels 

Therefore it is supposed that during the analysis of production images the method of comparison of 
the color data of the input digital image with the reference will be used [6]. 

Designed localization algorithm can be represented as a sequence of the following actions: 
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In accordance with the size of the input image the matrix of deviations of color parameters from the 
reference is formed using the formula 1 [7]: 

,     (1) 

where color – the reference color described by the RGB vector; Ci,j – color of the current pixel of the 
image described by the RGB vector. 

Values of matrix are calculated for each line of the image with the cumulative total according to the 
formula 2: 

                   (2) 

 

Each line of the image is smoothed using the function 3; 
 

                (3) 

 

where W is the width of the input image. 
The maximum value from the matrix C is found and the matrix of probabilities of finding a label at 

the given point is calculated using the formula 4; 
 

,      (4) 

 

where max – the maximum value of the C matrix. 
The algorithm output is the matrix where each element shows with what degree the analyzed image 

pixel belongs to the field of marking. An example of the use of the algorithm is shown in fig. 2. 
 

 

Fig. 6. Example of use of the algorithm 

Thus, knowing the approximate aspect ratio of the production marking, the one area that relates to 
the field of the marking could be selected from the resulting three areas (fig. 3). 

 

Fig. 7. The selection marker by aspect ratio 

4. Experimental researches of the developed algorithm   

Localization was performed using two algorithms: the developed algorithm and the SURF 
algorithm. 

The reliability was identified as 96% for the developed algorithm, and 92% for the SURF 
algorithm. The obtained reliability of the algorithm is due to the fact that the images contain objects 
similar in color to the reference. Low reliability of the SURF algorithm is due to the fact that a large 
number of labels are not similar to each other in form and content. The average speed of the algorithm is 
1.2 seconds for the image with a resolution of 640x480 pixels. 

For the experimental research examples of digital images from real production processes were 
taken (fig. 4). 
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Fig. 8. The results of the work of the algorithm 

The developed algorithm fully meets the current requirements. Reliability of the method is 96%. The 

average speed of a method is 1.2 seconds for the image with a resolution of 640x480 pixels. 
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This paper analyses the possibility of the crystallogram images classification, based on the geometric 

characteristics. Classification is based on SVM method. For estimation of features of the crystallograms 

images follow methods were used: estimating geometrical features of dendritic crystallograms and calculating 

the form factors of the spatial spectrum of the images. 

Introduction 

Image analysis is an important part of crystallograms task in medical diagnostics. Automating the 
process of crystallograms processing will improve the quality of diagnosis and reduce the time required. 
Crystallogram correspond to a certain type of characteristic values of diagnostic features. It is necessary to 
select the features that allow us to determine the type of a particular image crystallogram more accurately. 
There are many different methods for analysis the dendrite crystallogram images [1–3]. The estimating 
geometrical features and method for calculating form factors were selected. For the classification Support 
Vector Machine method is selected. 

1. Geometrical features 

The dendrite model is presented on fig.1. A, B, C, D are «top» key elements, E, F, G are «root» key 
elements, EF, FG are distances between branches. EF with FG is a stem of dendrite, AE, BE, CF, DG are 
dendrites’ branches. 

The method consists in the following sequence of actions: threshold and median filters [4], 
skeletonization, discrimination of key elements, building a «map of dendrites», calculation of geometrical 
features [5]. 

 

Fig. 1. Dendrite model 

«Growth» factor gF  is the ratio of the lengths of all branches to the sum of the distances between 

them. For model calculated as follow: 
 

.
g

AE BE CF DG
F

EF FG

+ + +
=

+
     (1) 

 

«Angle» factor aF  is the ratio of the sum of the angles of all branches the total number of them. 

«Symmetry» factor sF  is the ratio of the number of «top» key elements to the number of «root» 

key elements. For model sF  = 4/3. 
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2. Form factors 

The information contained in the crystallogram is structurally redundant. Visually, these images are 
perceived as a set of contour lines, subject to certain rather complex sequence. If we consider the spatial 
spectrum of such images, it would be located in a sufficiently narrow frequency band in a characteristic 
spatial frequency, which can be called carrier frequency. It is known that if in the original image collinear 
stripes of a certain direction prevail, then in Fourier transform of the original image stripes of the same 
direction will prevail. 

Threshold the image spectrum can clearly distinguish the shape of the spectrum and calculate the 
form factors. 

Consider the various geometric features of the spectral shape. This group includes those features, 
the calculation of which is based on the geometric characteristics appearing on the image objects. This 
features were called form factors. To calculate the form factors, it is necessary to calculate a perimeter and 
an area of the object. If we take an image pixel per unit area, then the area of the object is equal to the 
number of pixels. Calculation of the perimeter is not a trivial task and requires a specific approach. 

The general algorithm can be represented by the following sequence of actions: calculation of the 
image spectrum, threshold processing, transformation of the domain into a closed domain, extraction of 
the object contour, calculation of the form factors [6]. 

S is the number of pixels in an image of a closed region of the spectrum. P is the number of pixels 
equal to the perimeter of the closed contour of the spectrum. 

«Blair-Bliss» coefficient bF :  

2
,

2
b

ii

S
F

rπ
=

• •∑
          (2) 

 
where i  is the number of object’s pixel; 

ir  is the distance from the object’s pixel to the object’s center of gravity. 
«Malinowska» coefficient mF : 

1.
2

m

P
F

Sπ
= −

• •
       (3) 

 

«Haralick» coefficient hF : 
 

( )
2

2
,

1

ii

h

ii

d
F

n d
=

• −

∑
∑

          (4) 

 

where id  is the distance of the outline’s pixels from the object’s center of gravity; 

i  is the number of outline’s pixel; 

n  is the number of objective’s outline pixels. 
«Compact» coefficient cF : 
 

2
1 1

,c i i

i i

F r r
N N

 
= − 

 
∑ ∑      (5) 

 

where N  is the total number of objective’s pixels;  

i  is the number of object’s pixels; 

ir  is the distance of the object’s pixels from the object’s center of gravity. 

3. Classification 

(This) Classification (is) based on Support Vectors Machine method. 
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For the classifier training jpg format images with a resolution of 256 by 256 pixels, consisting of 
256 grayscale tones, were used. A total of 1187 crystallograms images were processed. These images 
belong to two different classes. 

The first class includes dendritic crystallograms (fig. 2). There are 468 images altogether.  

 

Fig. 2. Dendrite crystallogram 

The second class includes radiant crystallograms (fig. 3). There are 719 images in total.  

 

Fig. 3. Radiant crystallogram 

The experiment was performed at fixed values of the parameters for the crystallograms of all 
classes. Estimation of the geometrical features was carried out using an adaptive threshold filter with a 
size of the window equal to 64 and a median filtering parameter equal to 2. A threshold with parameter 
value equal to 20 performs the estimation of spectral features. The values were chosen experimentally.  

Let us define the quality criterion of classification through the classification error, showing the 
quantity of cases, in which the classifier has made a wrong decision, as follows: 

 

%,100•=
n

k
ε       (6) 

 

where k  is the number of classification errors; 

n  is the total number of images. An investigation of the classification error was performed. 
Table 1 shows the values of the classification error for different combinations of features. In the 

columns of features sign «+» means that the feature is taken into account in the experiment, sign «-» 
means that the feature is not taken into account. 
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The value of misclassification of selected coefficients 

№ gF  
aF  sF  mF  cF  ε  

1 - + + + + 1.52 

2 + + + + + 1.52 

3 - + + + - 1.77 

4 + + + + - 1.77 

Conclusion 

As results of the research, the most characteristic features of the dendritic crystallograms images 
were selected. They include “Growth”, “Angle”, “Symmetry”, “Malinowska” and “Compact”.  

This work was finically support of the RFBR grant (#12-01-00237-a), the ONIT RAS program #6 
“Bioinformatics, modern information technologies and mathematical methods in medicine” 2012, the 
state task from the Ministry of Education and Science of the Russian Federation 2012-2013 
(# 8.3195.2011).  
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In this paper the method of analysis of empirical information represented in the form of 

multidimensional time series is suggested. These time series reflect astrophysical, climatic features and tick-

born encephalitis disease’s indices. Results of statistical analysis are represented in the form of logical rules 

reflected cause-effect relations of object under investigation. 

Introduction 

Methods to build the logical-and-probabilistic models for the analysis of multivariate time series 
are proposed in the works [1, 5–7].  

The paper considers the construction of logical-and-probability models as the form of a decision 
tree using a search of optimal division of multidimensional variable space. The forecasting method using 
the class of logical decision functions has some distinctive features: data only contain a limited number of 
time points, and results must be easy to interpret. A search of optimal division of variable space is based 
on sort out similar to branch and bound method.  It shows that logical regularities are looking at 
statements with high probabilistic abilities. The regularity list corresponds to a partitioning of the initial 
space of variables on a number of areas; each one corresponds to the true of regularity from the list. These 
studies use approaches, applied earlier for solving the similar statistical problems [5, 6]. The forecasting 
areas are especially powerful because as few as one future sample can be used in determining the 
prediction intervals. The events, really occurring in the nature often have complex description, containing 
heterogeneous (quantitative, as well as qualitative) information. Effectiveness of the suggested method is 
shown by solving applied problems in the sphere of ecology. 

1. A method of obtaining logical regularities 

Let Γ  be a population of elements or objects under investigation, and let v be a sample of observed 

objects from population Γ . Suppose )(aX is a description of observed object Γ∈a , and )(aY  is a 

value of purposeful quantitative variable Y . We assume that ))(),...,(),...,(()( 1 aXaXaXaX nj= , 

),(),...,(()( 1 aYaYaY j==== ))(..., aYm , where the sets X  and Y  may simultaneously contain qualitative and 

quantitative features jX , nj ,1= ; or jY , mj ,1==== ; respectively. Let 
j

D  be the domain of the variable 

j
X , nj ,1= ; and 

y
D  the domain of the variable Y , 

y
D = [α, β] 1 … … …Φ ⊂ ⊂ Φ ⊂ ⊂ Φ ⊂ ⊂ Φ

 
R. The feature space is given by the 

product set 
1

n

j

j

D D
=

= ∏ . 

By 
j

W  denote sets of subsets jE ⊆j jE D⊂ , such that ],[ jjjE βα====  if jX  is a quantitative or ranged 

variable, and jE  is a finite subset of values of variable if jX  is a qualitative variable with non-ranged 

values; nj ,1= . 

We shall say that a set E is a rectangular set in D if 
 

====E
1

n

j

D D
=

= ∏ jE
1

, where 
j j

E W∈ . 

 

Denote by ( )
j

J a E, an one-place predicate « ( )j jX a E∈ jE
1

», where a ∈ ΓΓ , jE
1

t

j jE W∈ . 

A conjunction 
1

( ) ( ) ( )
mj jS a E J a E … J a E, = , ∧ ∧ ,

 
is called a conjunction of length m. 

Fix some interval 
i

I  ⊆  
y

D . Let N(
i

I ) be a quantity of objects from the sample v such that Y (a) ∈ 
i

I . 
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For any conjunction ( )S a E,  by ( , )
k

N I S denote a quantity of objects from the sample v such that Y (a) ∈ 

k
I  and conjunction S is true, if  max   

k i
I I= , and by ( , )

i
N I S  denote a quantity of objects such that Y 

(a) ∈ (
y

D \
k

I ) and conjunction S is false. 

A conjunction ( )S a E,  is a logical regularity if 
 

( ) ( )

( ) ( )
k i

k i

N I S N I S

N I N I
δ β

, ,
≥ , ≤ ,      (1) 

 

where δ  and β  are thresholds decided by the user; 0 1β δ≤ < ≤ . Greater δ  and smaller β  correspond to 

stronger logical regularities. Denote by S
∗
 the set of logical regularities. 

A conjunction ( )S a E, is a potential logical regularity 
 

( ) ( )
 .

( ) ( )
k i

k i

N I S N I S

N I N I
δ β

, ,
≥ , >      (2) 

 

Denote by S′ the set of potential logical regularities. Note that may exist S
∗
 one-place predicates 

( )jS J a E …′ ∧ , ∧ . 

If for some conjunction ( )S a E,  we have 
 

( )

( )
k

k

N I S

N I
δ

,
            <                     (3) 

 

then the conjunction S could not be a logical regularity (even if add any one-place predicates). Denote by S 

the set of such conjunctions. Obviously, any conjunction ( )S a E, belongs to one of the sets S
∗ , S ′ , S. 

Obtaining logical regularities  

In this paper, the sets 
j jE W∈  are formed on base of values of the variables jX  in a sample v. It can be 

assumed that in real data the values |
j jE W∈ | are low enough. 

In order to all non-redundant logical regularities to be obtained from multidimensional sample v, 
the following steps are performed. 

− Step 1. Consider all possible conjunctions of the length 1, i.e. conjunctions of the type 

( ) ( )jS a E J a E, = , , where
 j jE W∈ , nj ,1= . If conjunction ( )S a E,  

satisfies condition (1), then the 

statement ( )S a E,  
is included in the list of logical regularities S

∗ , and corresponding subset 
jE  is excluded 

from further consideration. If conjunction ( )S a E,  
satisfies condition (3), then corresponding subset 

jE is 

excluded from further consideration. Denote by 1

jW  the set of subsets 
jE  kept for further analysis; 

− Step 2. Consider all possible conjunctions of the length 2, i.e. for j l≠ conjunctions of 

the type ( ) ( ) ( )
j l

S a E J a E J a E, = , ∧ , , where 1

j jE W∈ , 1

l l
E W∈ . If conjunction ( )S a E,  

satisfies 

condition (1), then the statement ( )S a E, is included in the list of logical regularities S S
∗∈ . If conjunction 

( )S a E, satisfies condition (2), then the pair <
j

E ;
l

E  > is included in the temporary list of potential 

regularities. Denote by 2

jW  the set of pairs<
j

E ;
l

E  >  in the list; 

− Step 3. Consider all possible conjunctions of the length 3, i.e. for
 j l m≠ ≠ , j m≠ conjunctions 

of the type ( ) ( ) ( ) ( )j l mS a E J a E J a E J a E, = , ∧ , ∧ , , where 2

j jE W∈ , 2

l lE W∈ , 2

m mE W∈ , such that all 

possible pairs <
j

E ;
l

E  >, <
j

E ;
m mE W∈ >, and <

l
E ;

m mE W∈ > belong to the list. If conjunction ( )S a E, satisfies 

condition (1), then the statement ( )S a E, is included in the list of logical regularities S
∗
. If conjunction 

( )S a E,  satisfies condition (2), then the trinity <
j

E ;
l

E ;
m mE W∈> is included in the temporary list of potential 

regularities. Denote the set of trinities <
j

E ;
l

E ;
m mE W∈>, and so on. 
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It can be assumed that in real data quantities of elements of sets m

jW  are quickly decrease as 

number m of steps is increases. Notice that in some data for lesser β  (near 0)    and greater δ  (near 1) 
there is no logical regularity at all. On the other hand, for fixed small β  (for example, β  = 0,05), if δ  is 

decreased (δ β→ ), then a number of logical regularities may quickly increase with reduction of their 

quality. Therefore, for fixed β  we must choose δ  with a few regularities. It can be obtained by 

successive decrease ofδ with certain step δ∆ . 

2. Applications 

The proposed methods were tested on artificial and real data. For example, they were applied in 
analysis of the present situation for tick-borne encephalitis. Tick-borne encephalitis (TBE) is the most 
important flavivirus infection in Europe, Russia, and the Far East [2- 4, 8-10]. The risk for contracting 
TBE depends strongly on the density of the infected questing ticks and many studies have investigated 
tick population dynamics and the parameters affecting them. To understand the fluctuation in incidence 
rates during the period of observation a complex interrelation of several factors has to be considered, such 
as astrophysical and climatic factors. It can be assumed that changes of leisure activities in nature, 
increasing/decreasing mobility to risk areas, changes in wildlife hosts/tick populations may have 
influenced the quantity and quality of epidemiological data. On the other hand, it’s a known fact that 
changes of solar activity have influence on wildlife populations, see, for instance [9]. So, in the paper  [9]  
studies have shown a clear influence of climatic and landscape arrangements in the microhabitat on tick 
abundance and dynamics. As in [3],  locations were selected in endemic foci of TBE with different 
intensity, which were identified according to the presence of human disease. The author of this paper 
assessed the influence of climatic factors on questing activity of ticks over a 22-year period at 3 locations 
in Russia (Novosibirsk, Gorno-Altaysk and Irkutsk). Sites differ according to various factors, such as 
climate, amount of rain, height above sea level, vegetation and wildlife, all three stages of ticks were 
collected monthly. The purpose of this study was to relate observed differences in ticks questing activity 
to local climate.  

The proposed methods were used, in particular, to obtain cause-effect relations between climatic 
factors (air temperature (t), humidity (h), precipitation and dew point), astrophysical factors (solar 
radiations per unit of horizontal (s) and perpendicular surface, and reflected radiation), and TBE indices in 
Novosibirsk region of Russia [7]. Data of the last 22 years (1991 — 2012) were analyzed. Purposeful 
variable Y is an annual number of the TBE incidences per 100000 people. Let us introduce some 
constructed regularities for Novosibirsk: 

− if (t4 ∈ [-1,5; 3] & t7 ∈ [19; 22,2]) or (t7 ∈ [19; 22,2] & t8 ∈ [15; 18,7] & t10 ∈ [2:1; 5,6]), then Y 

(a) ∈ [20; 62], where t4; t7; t8; t10 are average air temperature for April, July, August, and October; 

− if (h3 ∈ [71,3; 78] & h8 ∈ [68; 74,5]) or (h6 ∈ [64; 73,6] & h8 ∈ [68; 74,5] & h10 ∈ [73,5; 80]), 

then Y (a) ∈ [2; 19], where h3; h6; h8; h10 are average humidity for March, June, August, and October; 

− if (s5 ∈ [1400; 2300] & s7 ∈ [1611; 2300]) or (s4 ∈ [285; 2070] & s7 ∈ [1611; 2300] &s9 ∈ [470; 

1670]), then Y (a) ∈ [2; 19], where s4 ; s5; s7; s9 are solar radiations per unit of horizontal surface for 

April, May, July, and September; 

− if (w5 ∈ [30; 90] & w7 ∈ [30; 135]) or (w2 ∈ [55; 135] & w3 ∈ [40; 85] & w12 ∈ [50; 110]), then 

Y(a) ∈ [20; 62], where w2;w3;w5; ;w7;w12 are Wolf numbers for February, March, May, July, and 

December. 
Joint analysis of multidimensional time series of annual tick-borne encephalitis (TBE) prevalence 

among Novosibirsk, Irkutsk and Gorno-Altaysk populations, monthly air temperatures, relative humidity, 
rainfalls, annual solar activity expressed as Wolf’s numbers and vaccination rate was performed using 
logical-and-probabilistic models. In order to determine the general relevant factors, but did not rule out the 
specifics of each region, was performed joint information processing on all the regions. Analysis of the 
influence of natural factors of the current year (last 12 months) for the value of Y, and the Y forecast in 
the current year were carried. When processing the raw data for the variable Y was selected three 
intervals, there are three images. The first image was determined by the size of the TBE incidence up to 
10 (low incidence) and the second from 10 to 20 (average), the third is greater than 20 (high). A tree 
solutions was built by partitioning the space variables with the help of algorithm. Obtained solution was 
optimum by criterion of minimizing the risk of erroneous classification.  
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Let 1 1 1

1 10 11 12 1 9 )t t t t t tv T T T T … T− − −= ( , , , , ,  – data on average monthly air temperatures (ºС) the relevant year 

t ; 1 1 1

2 10 11 12 1 9 )t t t t t tv V V V V … V− − −= ( , , , , ,  and 1 1 1

3 10 11 12 1 9 )t t t t t tv O O O O … O− − −= ( , , , , ,  – data on average monthly humidity 

(%) and precipitation respectively (mm); 1 12 1 12 1 12 )t t t t t t tX T … T V … V O … O= ( , , , , , , , ,  – data on natural factors 

in year t, where the subscripts denote the serial number of the month. Training picks for the current year is 

1 2 3, ,t t t tv v v v Y=  ,  , and in the background three years – 2 1 1,t t t t
v X X X Y

− − +=  , ,  . Let characteristics of 

parasitic system TBE: the number of mammals-host ( tZ );the proportion of affected animals ( tIE - larvae 

and nymphs, t
IEl - larvae, t

IEn - nymphs); the index of abundance of parasites on animals ( t
IO -larvae 

and nymphs, t
IOl - larvae, t

IOn - nymphs); number of ticks ( t
Nk ),where the subscript i  specifies the 

month ordinal of a year t ; top index t  - the number of the year. The logical-probabilistic models received 

the following patterns for current forecast (let *
iP  Bayesian estimation of the probability of correct 

classification for the i patterns obtained on formula [6, p. 96]): 

– if 1

11( [68,5%,80,6%))t
V

− ∈  and 4( [64,5%,75%))t
V ∈  and 6( [42,3%,77%))t

V ∈  and 

6( [13 ,17 ))t
T C C∈ o o , then 3t

Y = ; *
1P = 0,75; IF  1

11( [68,5%,80,6%))t
V

− ∈  and 6( [66,5%,77%))t
V ∈  and 

6( [17 ,21 ))t
T C C∈ o o , then 2tY = ; *

2P =0,6. 

– if 1

11( [68,5%,80,6%))t
V

− ∈  and 4( [46%,64,5%))t
V ∈  and 6( [66,5%,77%))t

V ∈  and 

6( [13 ,17 ))t
T C C∈ o o , then 1tY = ; *

3P = 0,75; IF 1

11( [80,5%,89%))t
V

− ∈  and 6( [42,3,66,5%))t
V ∈  and 

6( [17 ,21 ))t
T C C∈ o o , then 1tY = ; *

4P = 0,75. 

To search for patterns for the target variable ( t
Z or t

Nk ), the range of values t
Z  and t

Nk  were 

selected three intervals, there are three images. To predict the target variable natural factors were 
considered (selected on the basis of the results on the incidence of TBE): temperature of April of the 

current year, previous and 2 years ago ( 1 2
4 4 4, ,t t t

T T T   − −− −− −− − );temperature in November of the previous year, 2 

and 3 years ago ( 1 2 3
11 11 11, ,t t t

T T T   − − −− − −− − −− − − ),humidity November of the previous year, 2 and 3 years ago 

( 1 2 3
11 11 11, ,t t t

V V V   − − −− − −− − −− − − ); as well as data on parasitical system TBE for previous years: 1 2 3, ,t t t
IE IE IE   − − −− − −− − −− − − ; 

1 2 3, ,t t t
IO IO IO   − − −− − −− − −− − − ; 1t

Nk
−−−− , 2t

Nk
−−−− . At a temperature of April of the current year from 6.35°С is the 

number of ticks t
Nk  in this year above the average for the last 20 years (more than 18 ticks at flago-km).  

[IF (-1.50 <= 4

t
T  < 6.35) and (13.45 <= 1t

Nk
− < 51.80) and (1.67 <= 1t

IO
−  < 6.09) and (-5.50 

<= 3

11

t
T

− < -2.60)] or [IF (-1.50 <= 4

t
T  < 6.35) and (13.45 <= 1t

Nk
− < 51.80) and (32.24 <= 1tIE −  < 66.02) and 

(-8.85 <= 3

11

t
T

−  < -1.00)] or [IF (-1.50 <= 4

t
T  < 6.35) and (13.45 <= 1t

Nk
− < 51.80) and (32.24 <= 1tIE −  < 

66.02) and (3.1 <= 1t
IO

− < 6.09)], then in the current yea t
Nk  than 18 at flago-km.  

Common significant factors for three studied TBE natural foci were relative air humidity of 
November of preceding year, relative humidity of April and June as well as temperature of June of current 
year that were revealed by means of decision tree construction. Unidirectional positive correlation 
between solar activity expressed in Wolf’s numbers and TBE rate was shown for Novosibirsk and Irkutsk 
but for Gorno-Altaysk such correlation after 2001 was absent. Significant influence of vaccination on 
TBE prevalence was not found. As a result, more 40 logical regularities were obtained [1, 7],  for 
example, the correlation between the decrease of questing ticks in the summer and the combination of air 
temperatures and humidity in the form of saturation deficit. 

Conclusion 

The methods of obtaining logical regularities based on analysis of multidimensional samples were 
proposed. The toolkit was used for the following applications: analysis of environmental factors 
influencing the incidence of tick-borne encephalitis in endemic regions of Russia. Suggested methods 
have some positive features. For example, obtained results are similar to natural language and reflect 
cause-effect relations of objects under investigation. The methods were tested on astrophysical, climatic 
data, and tick-borne encephalitis indices. They are especially useful in areas, where few data can be 
collected. Applications for suggested methods are possible in many areas, including, for instance, 
diagnostics, business, and quality control.  
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It is often necessary to analyze data given by the mutual comparisons between objects. These objects 

are naturally represented by the matrix of pairwise comparisons. The absolutely most of the data analysis 

methods are based on the immersion of objects in some metric space. This immersion is possible, if the matrix 

of pairwise comparisons is positively definite. If not, we have to correct this matrix to eliminate its non-

positive definiteness. An approach for minimal corrections of the non-positively definite matrices of pairwise 

comparisons is demonstrated here. 

Introduction and the problem statement 

Let us have the experimental data presented by pairwise comparisons between elements of the 
limited set. In this case, the experimental results can be presented as a square matrix of pairwise 
comparisons. If this matrix is positively definite, then these objects can be immersed as vectors with 
common origin in some metric space. In this case, similarity between objects is equivalent to scalar 
product of two corresponding vectors and dissimilarity between objects is equivalent to distance between 
two vectors [1]. 

However, pairwise comparisons sometimes form a non-positively definite matrix. To process such 
data mathematically correct we need to eliminate its non-positive definiteness. This can be done, for 
example, by using discrete Karhunen-Loeve decomposition that allows removing of contribution of 
negative eigenvalues [2]. Nevertheless, this method isn’t acceptable sometimes because we can’t control 
the scale of corrections in data. It would be good to recognize which objects contribute the largest 
violation in metrics and correct only them. We also would like to get corrected positively definite matrix, 
which is maximally similar to the initial one. 

Let a normalized matrix ),( nnS  of pairwise comparisons be given. The main diagonal of this 

matrix consists of units and all other elements are symmetrical relative to it with absolute values of them 
less than 1. Our goal is to develop a technique that gives a normalized positively definite matrix where its 
deviation after corrections from the matrix S  is minimal. 

1. Object ranging by their contribution in metric violations 

Let the matrix )(n,nS  be given. It has diagonal of units, its other elements are symmetric with 

respect to main diagonal and their absolute value is less than 1. Hence, S  is the matrix of some quadratic 

form.  
To see whether it is positively definite, we can use the Sylvester's criterion: the matrix of a 

quadratic form is positively definite, if and only if its principal minors are positive [3]. 
According to the consequence from the Sylvester’s inertia law [3], the number of negative 

eigenvalues ν  in S  equals to the number of sign changes in the sequence 10 =S , 1S , …, nS . Here the 

notation kS  means th
k  principal minor of S . One can prove that simultaneous permutation of two rows 

and two corresponding columns in S  does not change its eigenvalues. This transposition means 
transposition of the corresponding two elements of the set. 

As it was shown in [4], values of the principal minors of S  are descending from 1 and once some 

minor kS  can become negative.  

The idea of optimal object ranging consists in finding permutation that minimizes the additional 

metric violations after correction of a current negative principal minor kS . If violating objects will be 

concentrated at the end of the sequence of the principal minors, then the additional metric violations will 
be minimized. As a result, we can get the optimally corrected positively definite matrix. 

It other cases for non-optimal sequence of principal minors it appears that most of all minors from 

kS  to nS  should be corrected. Therefore, it is better to have the first negative minor as far as possible 

from the beginning of their sequence.  
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Inertia law says that k  can’t be more than vn − , hence, we want to have k  as close as possible to 

vn − . 

The idea of shifting k  to vn −  consists in following. We want to get such the ranging of the set 
elements, so every following set element causes minimal descending of the principal minor value.  

This ranging can be built in following way. Let us have n  set elements and the corresponding 

matrix ),( nnS  of pairwise comparisons with ν  negative eigenvalues. Then we remove such set element 

so the matrix )1,1( −− nnS  has 1−v  negative eigenvalues and its determinant has the maximal absolute 

value. We assign th
n  position in our ranging to this set element.  

Because of changing of evenness of the negative eigenvalues, the determinant changes its sign. If it 
is not possible to find such element that changes the determinant sign, then we remove the element that 

brings the maximal absolute value of the determinant and this element obtains th
n  position in the ranging. 

Then we repeat this procedure for the matrix )1,1( −− nnS  .  

Each iteration decrements size of the matrix S  and increments the number of set elements that 

obtained their position in the ranging. Hence, when we get the matrix )1,1(S  all the set elements will be 

ranged. 
If we choose the set elements in some other order, the determinant of the corresponding matrix of 

pairwise comparisons will not be changed. Therefore, our ranging is invariant under the order of the set 
elements. 

2. Row and column correction 

According to the idea of optimal permutation, we assume that when we correct in the matrix its k
th 

row and k
th column, its )1( −k

th principal minor is positively definite and the value of k
th principal 

minor is negative. 
Let us evaluate the value of k

th principal minor using Laplace’s determinant decomposition. 

Decomposing it by k
th row and k

th column subject to matrix symmetry we obtain the next equation: 
 

∑ ∑
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Here the notation j
ikS )( 1−  denotes the )1( −k

th principal minor where i th row and j
th column were 

removed. In this case, the notation j
ikS )( 1−  is the value of this minor too. Now let us denote k

th row and 

k
th column elements as some unknown values which we should calculate: 1,...,1, −=== kissx ikkii . 

Replacing kis  and jks  in the previous equation and applying equality for elements of an inversed matrix 
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s  we obtain the following: 
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Let us note that the second term in the right part of this equation is the quadratic form of the 
inversed )1( −k

th principal minor. We can make following conclusions from this equation: 

1. Because of positive definiteness of 1−kS , the positive definiteness of 1
1)( −

−kS  follows. 

Quadratic form of a positively definite matrix is greater or equal than zero and it equals zero, iff for all 

0=ix . Then 1detdet −≤ kk SS , and 1detdet −= kk SS , iff for all 0=ix ; 

2. If 1)(
1

1

1

1
1

1 >∑ ∑
−

=

−

=
−

−
k

i

k

j
kijji sxx , then 0det <kS . 

Let us correct k
th row and k

th column elements so that the value of the determinant of the 

corrected matrix equals to some number within interval 1det0 −≤< kSC . 
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We need to solve the equation 
1

1

1

1

1
1

1

det
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−
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−

=
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− −=∑ ∑
n

k

i

k

j
kijji

S

C
sxx  for 1,...,1, −= nixi . The right 

part of this equation is a constant. Let us denote it as 
1det

1
−

−=
nS

C
φ .  

This equation has the following geometric interpretation. This is a hyper ellipsoid which is an 

equipotent line with value φ  at a hyper paraboloid zsxx
k

i

k

j
kijji =∑ ∑

−

=

−

=
−

−
1

1

1

1
1

1)( . This hyper paraboloid is the 

geometric locus of all points x , where z  is the value of determinant of the corresponding matrix. Let us 

denote the initial point as a vector ),...,( )1(10 kkk ss −=x , which also belongs to this hyper paraboloid. 

To solve this problem optimally, we need to find the closest point on the hyper ellipsoid to the 
initial point. Therefore, we should solve an optimization problem: 
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Here )(xf  is a target function. It determines squared Euclidean distance between initial and target 

points to be minimized. Constraint )(xg  is a target determinant value. 

Let us solve this problem using the method of Lagrange multipliers. First, we have to construct the 

Lagrange function: 
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algebraic equations over k  variables: 
 













=

−==−

∑ ∑

∑

−

=

−

=
−

−

−

=
−

−

.)(

,1,...,1,)(

1

1

1

1
1

1

1

1
1

1
0

φ

λ

k

i

k

j
kitji

k

i
kititt

sxx

ktsxxx

 

 

This system can have zero, one or more solutions in real numbers. If it has solutions, then the target 
point is among them. If not, it means the target determinant value is larger then maximal determinant 
value. 

We are going to solve this set of equations using standard Newton iterations method which needs 

the initial value (we use 0x  for x  and 0 for λ ). It converges to the nearest solution. According to a 

meaning of a solution, we expect to obtain the nearest point to the initial one. Most probably, solution 
method converges to this value. 

3. Example of experimental results 

Result of the optimal ranging of objects is presented in [4]. Here we show the result of the optimal 
row and column correction. Let us test this method for a matrix  
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Its determinant is 76.0− , so it is non-positively definite matrix. Its second principal minor is 

positively definite matrix with determinant value 75.0det 2 =S . We’d like to correct the third row and 

column so that the determinant of the corrected matrix becomes equal to 1.0 . First, we need to calculate 

the inversed matrix 








−

−
=−

3/43/2

3/23/4
)2,2( 1

S . Then we obtain the set of equations: 
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Solving this set of equations we obtain the root: 624637.0,285487.0 21 −== xx . Replacing matrix 

elements 1331 ss =  with 1x  and 2332 ss =  with 2x  we obtain corrected matrix which determinant equals 

to 0.1. Euclidean distance between the initial and corrected matrices equals to 0.349057. 

Conclusion 

Here we developed a new method of minimal corrections of the non-positively definite matrices of 
pairwise comparisons between some objects. This method allows objects ranging by their contribution in 
metric violations and correcting only of the most violating objects using the optimal row and column 
correction method. 

This work is supported by the RFBR Grant 13-07-00010. 
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The article describes Target visualization tool. The Target is an innovative pie chart, in the interface of 

which the target metaphor is used. The tool is intended for exploration of knowledge testing results and 

competences monitoring in framework of Open Social Student Model. Using this tool, students can compare 

each other’s results, which motivates more productive learning. 

Introduction 

At present the use of social learning technologies in education has become important in modern e-
learning. However, the learning evaluation and assessment turns out to be a challenge. For evaluation and 
assessment, Hsiao I.-H. et al [1] propose to use Open Social Student Model (OSSM). This method gives 
students an opportunity to observe their current results making it possible to plan the trajectory of their 
learning. Bull S. et al [2] have demonstrated that the use of OSSM motivates students to communicate and 
work in teams as well as stimulates their anticipatory learning.  

Speaking about researchers and tutors, it is important to realize for them what impact the cognitive 
tools of visualization may have on students’ academic achievements. Vassileva J. [3] have studied the role 
of visualization among the internet communities and proved that visual presentation of personal results vs 
the internet community results increases the interaction among students, facilitates competitiveness and 
influences the team confidence positively.  

To visualize results of testing, learning and monitoring, the authors introduce various tools such as 
Parallel IntrospectiveViews [1], CourseVis [4], Progressor [5], 3-simplex [6], eMUSE [7]. With the help 
of these tools, students can visualize their achievements and compare them with the achievements of other 
team members. 

The purpose of our research is to develop and pilot the Target tool. To achieve the goal the 
following should be done: a) to analyze existing visualization tools; b) to describe main characteristics of 
the suggested tool; c) to determine the procedure of functional verification and tool testing 

All of these form the area of the research. In the following chapter, the brief overview of different 
approaches of tool visualization development with regard to Open Social Student Model and social 
learning is given as well as the tool potential is described.  

Definitions, the interface and properties of the Target tool are described in Section 2. In Section 3, 
preliminary steps to assess Target tool properties and to evaluate the degree of their influence on students 
are introduced. In the conclusion, the results are summarized and further research is discussed. 

1. Related work 

Information processing is a trend in the field of Computer Science. One of the primary missions of this 
trend is the development of methods for submission of great amounts of abstract data. The data should be 
presented visually to be interpreted by users. R. Spence [8] points out three main goals of visualization: 
exploration (search for relations, revealing regularities, decision-making, tendencies and anomalies); 
confirmation (verification of hypotheses), as well as presentation (submission of information).  
Hsiao I.-H. et al [1, 5], Falakmasir M.H. et al [9] notice that information visualization is an effective 
method which is actively used in the modern e-learning. Visualization instruments can be useful for both 
lecturers and students. However, the majority of investigations in that field are directed to the 
development of visualization instruments for lecturers and administration, while the minor part of projects 
is oriented on the investigation of visualization instruments for students [10–13]. On the other hand, 
intelligent training and testing systems [14] are equipped with components which provide students with 
knowledge (information) based on monitoring the students’ behavior within the system. In traditional 
models of study students are unable to use this knowledge. Research [10-13] has shown the advantage of 
the Open Student Model, namely the model in which the student’s learning status (knowledge, difficulties, 
misconceptions, etc.) is displayed visually. Moreover, the Open Student Model can be expanded to the 
Open Social Student Model [1]. In this model student has access to other students’ learning statuses, 
which is especially relevant for social learning technologies. In this type of model the student can 
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compare his or her own results with the group’s average results as well as with the best results of their 
internet-community. 
Mitrovic A. [15] specify two main trends in implementing the OSSM. The first one focuses on imaging 
for the support of self-reflection and planning. The second trend encourages students’ teamwork and 
cooperation. Chen et al. [16] investigated OSSM in order to motivate srudents to improve their academic 
achievements. Both individual and group open students models were studied; they both demonstrated an 
increase in reflection and helpful interactions among team mates. 

 

a)                                                                                        b) 

Fig. 1.Target visualization tool: a) display mode, b) trajectory mode 

Bull S. [17] note that using the OSSM makes it possible to maintain students’ metacognitive activities 
such as reflection, planning and self-evaluation, moreover, it improves students’ awareness, motivates 
learning and reflection of knowledge. To achieve the required mastery level, the student can repeat the test 
session with various tasks offered. Strong students use various methods of enhancing their cognitive 
activity (e.g. advance independent work), while weaker students follow them [5]. 
Tools for delivering results of testing, learning, monitoring vary from simple (e.g. friends’ walls on 
Facebook and charts [7]) to complex concept maps [5] and Bayesian network [18].  
Publication [1] presents the Parallel Introspective Views tool. Using this instrument allowed increasing 
the average amount of time spent on self-assessment quizzes by 20%. Moreover, the average success rate 
(the number of the correct answers divided by the number of attempts) also increased by 9%. After such 
positive results, the authors are planning to integrate the proposed visualization tool in popular online 
learning environments, for example, Moodle. CourseVis [4] is system providing visualization for multiple 
groups of users to teachers and students. It helps tutors to identify problems in e-learning early on. A 
cognitive graphics tool, based on a 3-simplex [6] is appropriate to use both for decision-making and 
decision justification as well as to decision some of the following problems in intelligent training and 
testing systems. Progressor [5] is a visual interface for OSSM. It provides students the interface on their 
progress and allows comparing it to the classmates progress. eMUSE [7] is a platform which offers the 
tracking and visualization support needed for social e-learning. The platform collects students’ actions 
from social media tools (e.g., blog, wiki, YouTube, Twitter). 

2. Target – An Innovative Pie Chart 

For the first time the Target visualization tool was presented in [19], this paper is the development 
of the research. Proposed Target tool (fig. 1) was designed to visualize test results and can be considered 
as an instrument for the OSSM. Target combines the basic trends of using the OSSM. On the one hand, 
Target displays the process of accumulation of knowledge, on the other hand, it enables comparing one’s 
personal trajectory with achievements of the internet community. 

Let us introduce the necessary notation. Let ti be the planned completion time for the i-th task, i=1, 
2, …, n, n is the number of tasks in one testing session. Then the total time for the testing session can be 
calculated using the following formula: 
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Let Pmax be the maximum number of points that can be scored in one session. Generally, 90≤Tmax≤120 
minutes, Pmax≤100 points. The time required to complete each task is estimated by an expert. Commonly 
ti≠tj ∀ i≠j because test items have varying difficulty. For future discussions it is sufficient to use two 
indicators: the number of points (P) and time taken to complete the task (T). These indicators are available 
after the completion of the test session. Scores obtained in the past testing sessions are not summed. Note 
that if necessary, Pmax can be converted into relative units and the result can be measured in percentage 
units. 
We suggest using the metaphor of a target and display the obtained results on the pie chart as markers 
(fig. 1). The default colour of a marker is red. The centre of the chart has coordinates (0, 0) in the polar 
system, the chart radius is Pmax. The coordinates of each marker depends on the number of points scored 
(polar radius ρ > 0) and the task completion time (polar angle 0 ≤ φ ≤ 2π). Polar radius ρ and polar angle 
are denoted in fig. 1. The marker’s radial coordinate ρ corresponds to the distance from the point of origin 
to the marker, and the polar angle φ equals the angle needed to turn the polar axis counterclockwise to 
catch this marker: 
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where P is the number of points scored in the given testing session, T is the time taken for testing session 
measured in minutes. Thus, the better the test result in the number of points scored, the closer the marker 
to the centre of the chart. As T grows, the polar angle ʼ also increases. 
Fig. 1 shows that the chart consists of concentric circles. Each circle corresponds to a certain range of 
scores. If the score is from 80 to 100, the circle is yellow, if the score is between 55 and 79, it is red, etc. 
In addition to that, four sectors can be displayed on the chart, each sector sized π/2. The first sector 
0 ≤ φ < π/2 contains results obtained within 30 minutes, the second sector π/2 ≤ φ <π contains results 
obtained within the range from 31 to 60 minutes, etc. The number of sectors on the chart is subject to 
variation. In fig. 1a the cursor is pointed to the marker with coordinates (49, 265).The popup window 
states the testing result: student Mikhail A. Ohremenko has scored 49 points in 88 minutes in the 3rd 
attempt. The current user’s results are displayed with a green marker and a popup window showing the 
attempt number, time taken in minutes and the number of points scored. 
Let us list the main features of Target tool. 
Interactivity. Students can interact with the content of the Target as well as with other participants. 
Interactivity is available in different modes of result presentation: display mode (fig. 1, a) and trajectory 
mode (fig. 1, b). The display mode is employed by default. At the user’s request the results of other 
participants can be hidden or displayed on the chart. For example, it is possible to display on the screen 
both information about the results and contact data of another user. For that, it is necessary to press the 

button  “Info”. The Target tool can be scaled using the buttons  “Zoom In” and  “Zoom In”, 
which allow detailing information on a certain segment of the chart. 
Sequence. The Target chart in the trajectory mode presents the sequence of test results (fig. 1, b). Using this 
feature the user can analyze the process of knowledge growth and plan the future trajectory of learning and 
competence formation. In fig. 1, b the line connects four markers the coordinates of which are displayed in the 
popup windows. The different fragments of this line are differently coloured. The students receive the feedback 
using the traffic lights metaphor. The green colour shows there was one day or more between the first and 
second attempts, the yellow colour shows the period between attempts within one day, the red colour means 
the attempt was taken immediately after the preceding one. fig. 1, b shows that four testing sessions have 
occurred, each one resulting in the score higher than the previous one. 
Identity. The student can establish the identity between the personal results and other participants’ ones. This 
feature of the Target is the starting point for interaction inside the internet community. 
Comparison. Students can compare each other’s results, which motivates more productive learning. 
Another circle can be added to the chart, which shows the average score for all the participants. This 
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feature enhances interaction between the students, encourages competition and positively influences the 
microclimate of trust inside the group. 

3. Evaluation & Pre-Study 

In order to validate the claimed properties of the Target tool and to determine the degree of their 
influence on students’ metacognitive activities (reflection, planning, self-assessment, motivation, 
knowledge reflection), the research has been initiated in the spring term 2014. 

At present, the Target tool is used by the interactive informedia “Estimation of results and 
competences”, Tomsk Polytechnic University (http://exam.tpu.ru). The Target tool has been realized 
using the multimedia platform Adobe Shockwave. The Target tool isdesigned to visualize the testing 
results of students’ knowledge. In the interactive informedia, four subjects are introduced: Russian 
language, Mathematics, Physics and Chemistry. The tests bank contains more than 500 tasks for each 
subject. It allows to form a representative test sample for every testing session.  

All registered users have got an access to their testing results through the Target interface. 43 out of 
126 registered users actively exploit the available tool. The activity rate of the tool use is recorded. At every 
access, a user’s name and timing are stored as well as the tool functions employed. In the future, students’ 
questioning is going to be held for the purpose to get subjective opinion on the tool [1]. 
This work was financially supported by Russian Foundation of Basic Research (projects № 13-07-
98037-r_sibir_a) and MSE Program “Nauka” (contract № 1.604.2011). 

Conclusion 

This article presents a review of trends in the development of innovative visualisation tools within 
the Open Social Student Model and social education. 

The article describes the innovative Target visualisation tool. Its interface employs the target 
metaphor. Higher results are displayed as markers closer to the centre of the chart. The tool makes it 
possible to analyse the process of knowledge accumulation and plan the future personal strategy of 
studying and competence development. The tool interface is based on the Open Social Student Model. 
Two modes of result presentation are available: the display mode and the trajectory mode. Students 
receive feedback with the help of the traffic lights metaphor. 

Using this tool, students can compare each other’s results, which motivates more productive 
learning. The Target tool encourages students’ metacognitive activities (reflection, planning and self-
evaluation, reflection of knowledge) and increases their level of awareness. It is suggested that the Target 
tool should be used to present the results of study, monitoring and testing in e-learning and also to patterns 
recognition, to revealing different kinds of regularities, decision-making. The Target tool can be used to 
adaptive learning and as one of human identification approaches. 

Our current results are encouraging and suggest new challenges for the future work. Further 
research is concerned with analysing the obtained data on using the Target tool and increasing the range 
of its functional features. In particular, it is planned to introduce the automatic calculation of proximity 
measures within the classmate or the internet community. In order to facilitate collaboration among 
students, we plan to add a feature for sending messages from the Target interface. 
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MUTATION ANALYSIS OF GENETIC SEQUENCES AND BUILDING MUTATIONAL 

DATABASE IN CONTEXT OF TUBERCULOSIS TREATMENT 
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Emergence of drug resistance has been recognized as a global threat since the era of chemotherapy began. 

This problem is extensively discussed in the context of tuberculosis treatment. Alterations in pathogen genomes are 

among the main mechanisms by which microorganisms exhibit drug resistance. Analysis of the reported cases and 

discovery of new resistance-associated mutations may contribute greatly to the development of new drugs and 

effective therapy management. The proposed approach allows to uncover the co-occurring genetic changes and  

assess their contribution to resistance phenotypes. 

Introduction 

Tuberculosis (TB) is a major public health threat in Belarus. The recent escalation of the occurrence 
of the disease has been complicated due to the appearance and development of multi drug-resistant 
tuberculosis (MDR TB) or extensively drug-resistant tuberculosis (XDR TB), as well as HIV/TB co-
infection, which requires long-term treatment. The ability of TB agent to resist treatment is strongly 
connected with variations and mutations in specific parts of the bacteria genome. Information about 
resistance mutations and their relationships to each other may become very valuable for choosing 
adequate treatment regimen and preventing therapy failure. 

Here we introduce a framework for analyzing TB genome data generated in our own research. Our 
final efforts are directed to creation a knowledgebase that will take into account the fact that information 
is constantly refreshing since more and more results become available due to other research projects in 
this field. 

1. The Problem 

We perform a genome-wide association study (GWAS) that seeks to identify single nucleotide 
polymorphisms (SNPs) in M. tuberculosis genome and check them for association with emergence of 
drug-resistance. Due to a large number of genetic and environmental variables that interact with each 
other, identifying a correlation between a genetic change and a phenotypic trait is not hard-and-fast 
prediction. Therefore, we can only statistically estimate the impact of any single genetic variant, such as a 
SNP, which often makes only a small contribution to an overall effect. 

There are several lines of drugs used for TB therapy. Five first-line are usually used in 
combinations to treat initially infected patients that do not confer drug resistance, and the second-line 
drugs are used to treat severe cases of MDR-TB [1]. 

Practically, we compare DNA sequences isolated from two groups of organisms: drug-resistant 
(cases) and drug-susceptible (control). To identify SNPs the genomes are mapped against reference 
sequence H37Rv. Patient records containing treatment lab findings are considered as a source of 
information to classify between susceptible and resistant phenotypes. 

Besides information obtained in our own research there is a lot of material available in the 
international TB databases, which can be integrated into resulting knowledgebase to provide more precise 
expertise. 

2. Algorithms and Methods 

Data analysis procedure comprises several steps or levels so that the output of each level is the 
input of the next one (fig. 1). At the lower level, new original pathogen genome sequences are analyzed. 
The first three steps are aimed to reveal population structure, find site covariations and identify signals of 
recent positive selection in target genes under certain conditions (e.g. specific drug or treatment regimen).  
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Fig. 1. Workflow of GWAS analysis 

Next two levels of analysis uncover associations of genome variations with results of phenotype 
resistance tests to known drugs. And the last step is purposed to construct a probabilistic dependency 
network in order to structure the discovered associations and utilize information from external sources. 

 

Population Structure and Genetic Diversity 

 
The pipeline starts from identifying a population structure. We use phylogenic analysis by separate 

genes or whole genome to find out evolutionary relationships of the data to known clades of TB parasites. 
Principal component analysis (PCA) is another convenient technique to reveal population structure using 
genotyped parasite samples. The first two principal components are then taken to visualize results in 
conjunction with geographical origin of the sequenced samples. 

 

Signals of Natural Selection 

 
It is expected that parasite proteins which are involved in interactions with anti-TB drugs will be 

under positive or balancing selections to maintain diversity. It is important to recognize these regions 
because this information can support our hypothesis about associations that will be revealed further in 
statistical tests. 

To measure genetic diversity we estimate nucleotide diversity statistic SNPπ as a measure of 

intrapopulational variation and Wright’s population divergence statistic STF
 as a measure of the genetic 

distances between populations [2]. The evidence for positive selection can be examined by searching for 
regions with both high  nucleotide diversity and high population divergence. In case of balancing 
selection the search is performed by regions with high nucleotide diversity and low population divergence 
[12]. 

 

Advanced Sequence Analysis 

 
At this section we use more comprehensive approaches to reveal information from sequences like 

detecting correlated substitutions and haplotype phasing. 
The goal of identifying correlated sites is to find out whether mutations in examined residues i  and 

j  are statistically associated. We use evolutionary and information theory approaches to reveal site 

covariations. The evolutionary approach is based on building evolutionary model, assessing it’s 
parameters from the sequence alignment and counting for shared evolutionary events between examined 
sites [3, 4].  

The sequenced data suggest that we have genotypes which can be easily derived from a list of 
SNPs. However, there are haplotypes that may become responsible for the observed variations in 
phenotypic traits of interest. Haplotypes are formed by gene alleles at adjacent loci that are in high linkage 
disequilibrium and inherited together. Haplotype phasing procedure assumes identifying haplotype blocks 
in the genome and estimating their frequencies based on genotypes observed in the alignment [5, 6].  
 

Single-Marker Association Tests 

 
Next levels of analysis are supposed to reveal associations of genome variations with results of 

phenotypic resistance tests to known drugs.  
Most of single-marker tests rely on contingency tables approach which compare allele frequencies, 

or genotypes, in sets of cases and controls. However, standard statistical tests like Fisher’s exact test or 
2χ -squared goodness-of-fit test generally show P-value inflation due to confounding effect from 

population structure [12]. Therefore we apply the permuted versions of these tests and more complex 
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techniques like Cochran-Mantel-Haenszel test [7] which can account for population structure through the 
specifying a cluster variable. 

In case of multiple testing we always perform adjustment of P-value threshold. We use Benjamini-
Hochberg approach [8] to control false discovery rate (FDR) that is a portion of errors made among 

alternative hypotheses at ( ) ( )
( )kpt

k tFDRq
≥

= min  [9], where 
( )
( )






=

tS

tF
EtFDR )( , ( )tS  is the number of 

( ) tp i ≤ , and ( )tF  is the number of true null hypotheses among the accepted alternatives if the level of 

significance was set at ( )kp=α . 

 
Multi-Marker Association Tests 

 

There is a discussion in literature about efficiency of single-marker tests in comparison to multi-
marker tests. Some computations based on simulation studies suggest that single-marker tests provide at 
least as much power as multi-marker haplotype tests [10]. However, analysis of other GWAS researches 
shows that multi-marker tests can highlight potential associations that single-SNP techniques do not 
[11,12]. 

Though regression approach that relates probabilistically assigned predictors with trait values is not 
entirely new in bioinformatics, there is an increasing interest in using linear mixed models. We use two 
multi-marker tests relying on regression models to perform association analysis: efficient mixedʼmodel 
association (EMMA) and a haplotype likelihood ratio (HLR) test. 

EMMA test and its modifications [13,14] identify associations of quantitative traits with SNPs 
along the genome in individuals with complex population structure adjusting for confounding effects from 
phylogeny and site covariations. This test is practically applicable for small sample sets and has 
realizations that efficiently compute exact values of test statistics. Within EMMA test we consider the 
following model equation: 

 

,εβ ++= ZuXy      (1) 
 

where n  is the number of examined TB strains, y  is a vector of observed phenotypes ( 1=iy  for drug-

resistant and 0=iy  for drug-susceptible), X  is an qn ×  matrix of fixed effects including group means, 

SNPs, and other confounding variables, β  is a vector representing coefficients of the fixed effects, Z  is 

nn ×  identity matrix mapping each observed phenotype to each of n  strains.  Vector u  denotes the 

random effect of the mixed model with ( ) KuVar g

2σ= , where K  is the nn ×  similarity-based kinship 

matrix inferred from genotypes. 

The HLR test is designed to detect association of a single haplotype within a phenotypic trait and 
reported to be particularly powerful when the analyzed haplotype experienced recent strong selection 
[12,15]. We assume that haplotypes and their frequencies have been resolved at sequence analysis step 

using sliding window with 6≤t SNPs, and the phenotypic trait ),1(~ πBiny  follows binomial 

distribution with probability π  of drug-resistance phenotype. The phenotypic variable y  is fit to the 

given predictor variable X  of haplotype counts using logistic regression model: 
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where β  is a vector of haplotype effects. The null-hypothesis 0:0 =jH β for the individual j -th 

haplotype is tested against alternative of haplotype significance and likelihood statistic ( )10log2 LL−  is 

calculated. The effect of population structure is addressed using population-specific permutations of the 
dependent variable. 
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Knowledge Base 

 
At this level we are purposed to construct a probabilistic dependency network in order to structure 

associations discovered at the previous steps. As soon as the uncovered associations are based on 
probabilities, they can be represented as weighted arcs between variables. In this context, the variables in 
the model correspond to the presence or absence of amino acids in codons, received drugs, and treatment 
outcomes (fig. 2).  

 

 

Fig. 2. Creating a dependency network using uncovered associations and external data 

Information on drug resistance from other studies and public databases can be added at this level as 
supplementary associations in the network, which gives an advantage of taking into account all available 
data. Inference algorithms designed for Bayesian and Markov networks are used to retrieve information 
through queries to the networks composed from sets of observed and requested variables. The 
dependencies inside the network can be updated as soon as new data appear. 

3. Results 

TB genome sequencing is still in process, and we have tested elements of this approach on sample 
M.Tuberculosis data collected from public databases instead. Synthesized data were used as a source of 
assigned quantity traits (we assumed that phenotype dependency on genotype can be modeled suing 
weight coefficients). As the result, in multi-marker association tests we observed rather good compliance 
with synthesized dependencies (fig. 3).  

 

 

Fig. 3. Manhattan plot that demonstrates compliance of multi-maker EMMA test 
results (grey circles) with generated dependencies (red circles) 

However, in more general case the choice of the methods for each step may significantly affect the 
outcome. 

Conclusion 

We can see that GWAS analysis pipeline involves many different steps and a range of statistical 
tests. There is third-party software and packages that perform some commonly used tests [16] and can be 
very helpful within the research. But they do not allow fully automate the process to get data for the 
knowledge base in the end. Therefore we still have to make efforts to integrate steps along the pipeline. 
Special attention should be given to setting up test parameters and interpretation of results. 
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Elements of this approach are used in current project performed in collaboration with NIAID of 
NIH through a CRDF BOB-31120-MK-13 project to establish the Belarus tuberculosis database 
(http://tuberculosis.by) and conduct comprehensive study of obtained MDR and XDR TB strains. 

References 

1. Ferguson, L.A. Multidrug-resistant and extensively drug-resistant tuberculosis: The new face of 
an old disease / L.A. Ferguson, J. Rhoads // J Am Acad Nurse Pract. – 2009. – Vol. 21 (11). – P. 603–609. 

2. Nei, M. Mathematical Model for Studying Genetic Variation in Terms of Restriction 
Endonucleases / M. Nei, W.-H. Li // PNAS. – 1979. – Vol. 76 (10). – P. 5269–5273. 

3. Coevolving protein residues: maximum likelihood identification and relationship to structure / D.D. 
Pollock [et al.] // J. Mol. Biol. – 1999. – Vol. 287 (1). – P. 187–198. 

4. Sergeev, R.S. Algorithms for mutation analysis of HIV-1 subtype A primary protein sequences / 
R.S. Sergeev, A.V. Tuzikov, V.F. Eremin // Informatics. – 2011. – Vol. 3 (31). – P. 88–97. 

5. Stephens, M. A new statistical method for haplotype reconstruction from population data / 
M. Stephens, N.J. Smith, P. Donnelly // Am J Hum Genet. – 2001. – Vol. 68. – P. 978–989. 

6. Chiano, M.N. Fine genetic mapping using haplotype analysis and the missing data problem / 
M.N. Chiano, D.G. Clayton // Am J Hum Genet. – 1998. – Vol. 62. – P. 55–60. 

7. Wittes, J. The Power of the Mantel-Haenszel Test / J. Wittes, S. Wallenstein // Biometrics. – 
1993. – Vol. 49 (4). – P. 1077–1087. 

8. Benjamini, Y. Controlling the false discovery rate: a practical and powerful approach to multiple 
testing / Y. Benjamini, Y. Hochberg // Journal of the Royal Statistical Society, Series B. – 1995. – Vol. 57 
(1). – P. 289–300. 

9. Storey, D.J. Statistical significance for genomewide studies / D.J. Storey, R.Tibshirani // PNAS 
100. – 2003. – Vol. 16. – P. 9440–9445. 

10. Kaplan, N. Issues concerning association studies for fine mapping a susceptibility gene for a 
complex disease / N. Kaplan, R. Morris // Genet Epidemiol. – 2001. – Vol. 20. – P. 432–457. 

11. Genetic analysis of case/control data using estimated haplotype frequencies: Application to 
APOE locus variation and Alzheimer’s disease / D. Fallin [et al.] // Genome Res. – 2001. – Vol. 11. – P. 
143–151. 

12. Identification and Functional Validation of the Novel Antimalarial Resistance Locus 
PF10_0355 in Plasmodium falciparum / D. Tyne [et al.] // PLoS Genet. – 2011. – Vol. 7 (4). – P. 1371–
1383. 

13. Efficient Control of Population Structure in Model Organism Association Mapping / H.M. Kang 
[et al.] // Genetics March. – 2008. – Vol. 178 (3). – P. 1709–1723. 

14. Zhou, X. Genome-wide efficient mixed-model analysis for association studies / X. Zhou, 
M. Stephens // Nature Genetics. – 2012. – Vol. 44 (7). – P. 821–824. 

15. Testing Association of Statistically Inferred Haplotypes with Discrete and Continuous Traits in 
Samples of Unrelated Individuals / D.V. Zaykin [et al.] // Hum Hered. – 2002. – Vol. 53. – P. 79–91. 

16. PLINK: a tool set for whole-genome association and population-based linkage analyses / 
S. Purcell [et al.] // Am J Hum Genet. – 2007. – Vol. 81 (3). – P. 559–575. 



 
254 

PLANNING OF THE ENTERPRISE RESOURCES 

 
G. Shangytbayeva  

Kazakh National Technical University of a name of K.I. Satpayev, Almaty 
e-mail: gul_janet@mail.ru 

The article consideres enterprise resource planning and its features, the program systems which 

is integrated within ERP systems. 

Introduction 

Enterprise Resource Planning (ERP) is information systems of planning of the enterprise resources, 
for a long time it became an ordinary field of activity for the enterprises of medium and large business. 
Implementation of the information networks is directed to increase efficiency of the business processes, 
that are represented by supply, sale and production. Implementation of this technology significantly 
influences to increase the productivity of the enterprise as a whole. But ERP is not only automation of 
business processes, it is also automation of such administrative functions, as planning, control and the 
account. 

ERP – is uniform information system for management of work of all enterprise, with its variety of 
departments, with all their functions and characteristics. The main line of all ERP systems is the general 
database which supports a set of the functions used by various business by units. In an ideal ERP allows 
to the manager start the application and from one window receive information of any aspect of business, 
whether it be finance, human resource management or sale. 

ERP has radical difference from the entire Microsoft Office program familiar to us which equally 
works at all computers. Functionality of ERP systems directly depends on accurate definition of tasks of 
the concrete enterprise and its control under these tasks. Full efficiency from use of this system is reached 
only if it is designed and adjusted correctly to the enterprise, so it will help to make further business more 
operated. 

 

ERP-systems 
 

Enterprise resource planning systems is used to integrate all business processes of the enterprise 
into the one uniform environment which will allow automating all necessary operations like control, the 
account, planning of production resources and the analysis of activity of the organization. Enterprise 
resource planning consists of a large number of program modules and also uniform database which stores 
in itself data on operations and enterprise business processes. These systems include planning, 
management and preparation of enterprise productions, management of warehouses work and a cargo 
transportation, the accounting of goods, purchases and deliveries, strategic business management, 
accounting, marketing and help service, possibility of management of an enterprise manpower, and also 
information technologies: Enterprise resource planning systems provide protection not only against 
malefactors from the outside, but also from internal, for example, they allow to prevent wastes or plunders 
at the enterprise. 

Enterprise resource planning systems are constantly developing, but despite their obvious efficiency 
managers of some enterprises do not decide on their implementation. It occurs because implementation of 
such systems rather expensive, and not all companies are able to afford to allocate for it finance and to 
train the employees to work with this system, and also not all owners of the companies can trust at once in 
the uniform program comprising all information on a state of affairs on production, it seems to them 
unreal and unreliable. But the enterprises which implemented by itself ERP-system, understand all benefit 
of their use as ERP-system give to the enterprise advantages before competitors at the expense of 
competent maintaining expenses and achievement of the greatest efficiency of business processes. 

Enterprise resource planning systems today are not only the powerful tool for management and business, 
but also serious advantage before competitors, thanks to that there is a coherence of work of various 
departments of the enterprise, reduction of administrative expenses and there is no need to transfer the 
necessary data from one program to another as all organization works with uniform system [1]. 

Distinctive feature of ERP-system from other systems is that it helps to aggregate data on activity of 
the enterprise and only on the basis of collected information the system will be able to analyze data. 
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Important feature of this system is that economic operations in system are registered the unique time, and 
we can analyze at once their influence on activity of the enterprise for the received reports. 

Information system of planning of enterprise resources is quite developed system and its functions 
are in a constant stage of development and improvement, but nevertheless, it happens so that after ERP-
system was implemented to the certain enterprise and all techniques of its implementation were involved 
correctly, the enterprise management still doesn't manage to receive complete information control over 
enterprise activity. And that the most interesting, anything essential doesn't occur, and even on the 
contrary, everything remains still. What is the matter here? The factors influencing to incorrect work of 
ERP-system can be much. It can be, for example, incorrect registration of primary documents, failures and 
violations in policy of sale, existence at the enterprise of excess stocks. Cases of are possible even that 
many enterprises after Enterprise resource planning introduction, refuse it for the reason that allegedly it 
inadequately and out of time reacts to the tasks set for it. But so kind of problems occur not only at our 
enterprises, there is an information, that is in the West less than 50% of cases are successful 
implementation of ERP-systems at their enterprises. 

But why so large percentage of implementation of ERP-system is unsuccessful. If to carry out the 
analysis of unsuccessful introductions of Enterprise resource planning systems, the following clears up 
that violation of the principle of design of automatic control systems (ACS) appears one of the main 
factors of unsuccessful introductions. Among experts there is an opinion that projects of implementation 
of automated control systems do not yield positive results because at design of data of systems strategy of 
development of business isn't considered and too frequent reprogramming business processes is made. 

ERP abbreviation is used by Enterprise-Resource Planning for designation of complex enterprise 
management systems. The mission of ERP systems consists in integration of all departments and company 
functions into uniform computer system which will be able to serve all specific needs of separate 
divisions. 

The most difficult – to construct uniform system which will serve all inquiries of staff of finance 
department, and, at the same time, will please both to a human resources department, and a warehouse, 
and other divisions. Each of these departments usually has own computer system optimized under the 
features of work. ERP combines them everything within one integrated program which works with a 
uniform database, so, that all departments can communicate and communicate easier with each other. 
Such integrated approach promises to turn back very big return if the companies are able correctly to 
install system. 

ERP replaces old separate computer systems on finance, human resource management, control over 
production, to logistics, a warehouse one unified system consisting of program modules which repeat 
functionality of old systems. The programs serving finance, production or warehouse are connected now 
together, and from one department it is possible to glance in information of another. Enterprise resource 
planning of the majority of suppliers are rather flexible and easily adjusted, they can be established 
modules, without getting at once all package. For example, many companies get at first only financial or 
HR modules, leaving on the future automation of other functions. 

Enterprise resource planning automates the procedures forming business processes. For example, 
implementation of the order of the client: adoption of the order, its placement, shipment from a warehouse, 
delivery, drawing of the account, receiving payment. Enterprise resource planning “picks up” the order of 
the client and serves as some kind of road map on which various steps on a way of execution of the order 
are automated. When the representative of front office enters the order of the client into Enterprise 
resource planning, it has an access to all information, necessary to start the order for performance. For 
example, it right there gets access to a credit rating of the client and history of his orders from the 
financial module, learns about goods existence from the warehouse module and about graphics of 
shipment of goods from the logistics module. 

The employees working in different divisions, see one information and can update it in the part. 
When one department finishes work on the order, the order is automatically readdressed in other 
department in the system. To learn where there was an order at any moment, it is necessary to enter only 
into system and to trace order passing. As all process is transparent now, orders of clients are carried out 
quicker and with smaller number of mistakes, than earlier. The same happens to other important processes, 
for example, creation of financial reports, salary charge, etc. [2]. 

In practice of management distribution was gained by the following program systems integrated 
within ERP systems into a single whole: 

– SCM (Supply Chain Management) – management of supply chains; 
– CRM (Customer Relationship Management) – management of relationship with clients; 
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– CRP (Capacity Requirements Planning) – planning of requirement for capacities; 
– WMS (Warehouse Management System) – management of a warehouse – a control system 

providing automation and optimization of all processes of warehouse work of the profile enterprise. The 
system allows to operate warehouse logistics within various technological processes (reception and goods 
shipment, internal displacements) in real time. By means of automation of a warehouse high turnover of a 
warehouse is reached, the fast complete set of consignments of goods, shipment to their consumers is 
carried out. 

Creation and Enterprise resource planning introduction in the company or at the enterprise initially 
assumes radical changes in business processes of this enterprise or the company. It is promoted by 
methodology of introduction of Enterprise resource planning, functionality of this Enterprise resource 
planning. There are class SAP R/3 systems for which the standard practice of introduction is pulling of 
business processes of the company to already available rich functionality of Enterprise resource planning. 
Owing to introduction of this system the enterprise incurs serious costs of management of the introduced 
project, and also because of changes in own business processes. Also there are such systems as MS 
Navision Attain and Axapta which it is considered to be systems of middle class. Data of system are one 
of the best systems in this class, at introduction of these systems the designer initially is guided by an 
adaptability to demanded processes of the enterprise. That is the main objective of introduction of these 
systems is focused on processes of the customer, and already then on functionality of system. Modern 
Enterprise resource planning possess the high-level and integrated environment of development, in this 
case creation of system which will meet fully all existing requirements of the company is possible [3]. 

Conclusion 
 

Good Enterprise resource planning brings huge benefit to the enterprise and very quickly pays back 
the expenses connected with its introduction but only provided that introduction is finished and carried out 
correctly. And it is very difficult task. The numerous factors of the market arising as in the course of 
introduction of system, and its operation, demand the careful analysis and development of the measures 
preventing receiving unpredictable results. 

 After all difficulties and surprises wait continually, beginning from a real assessment of need of 
introduction of Enterprise resource planning at the enterprise, and finishing resistance of employees to 
work with already introduced system.  To achieve desirable result, it is necessary nobility and remember 
already in a stage of planning of the project that in case of success the introduced control system will 
bring notable benefit.  

In case of failure – will extremely negatively affect not only future prospects, but also at the current 
work of the enterprise.  
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The paper is devoted to the methods of searching of quantitative structure-property relationships for 

predicting the activity of chemical compounds. The multiscale molecular surface description method is 

presented. It is based on our previous work about the molecular surface descriptors [1].The new method 

improves descriptiveness and decreases the algorithm complexity. 

Introduction 

Quantitative structure-activity relationship problem [2] is a problem of finding dependencies 
between structure of chemical compounds and their activity. This problem is the application of pattern 
recognition in chemistry. 

1. Basic definitions 

Labeled molecular graph G = {E, V} is a labeled graph which vertices are interpreted as atoms and 
edges are interpreted as valent bonds between them. Labels can be 3d coordinates, physical and chemical 
properties, etc. Let the learning set Ls contains N molecular graphs x1, …,xn, each molecular graph has 

activity value yi {-1, 1}. Let us denote the set of molecular graphs with the labels of the same type as in 
learning set as Ch. 

Let us name the set of functions F :{f : Ch {-1, 1}} as classification functions set. The solution of 
the QSAR problem is the algorithm of classification functions construction: 

 

, 

where  is a quality functional.  

The basic method for the QSAR problem solution is the following two-step method. Firstly each 
molecular graph xi is represented as a vector vi in Rn. Then for this set of vectors and activity values the 
problem is solved using general methods of pattern recognition. Vector vi is called descriptors vector for 
molecular graph xi. 

2. Molecular surface descriptors 

Let us describe the method of molecular surface descriptors construction. Its improvement will be 
discussed later. 

Molecular surface [3] is a surface which is constructed by rolling a probe sphere around 
Vandervaals surface (fig. 1). 

 
Fig. 9.Vandervaals (left) and molecular (right) surfaces 
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The so-called singular points are found on molecular surface. They are found as centers of regions 
of the same sign curvature (fig. 2). 

 

Fig. 10. A segmented molecular surface with marked singular points 

Chemico-physical properties for each point are calculated. Pairs and triplets of singular pairs are 
formed. Points properties and distances between them are categorized. Based on this categorization, pairs 
and triplets of singular points are categorized. Then for each category the number of representing pairs 
and triplets is counted. The descriptors vector for molecular graph is formed out of these numbers for all 
categories. 

This method has the following drawbacks: 
– a molecular graph usually has about 200 singular points. So the number of triplets for each 

molecular graph is about 1300000. And calculation of singular points triplets and molecular descriptors 
takes a lot of time; 

– triplets and pairs with large distances between singular points are poorly described. Categories of 
such triplets and pairs are not influenced by area between these singular points. So the structure of large 
fragments is not reflected in the categories of triplets and pairs.  

3. Multiscale molecular surface descriptors 

Now we present the improved method of molecular surface descriptors construction which don’t 
has the mentioned drawbacks. We will call the constructed descriptors as multiscale molecular surface 
descriptors: 

1. Firstly, we choose a set of scales S = {s1, …,sn}. 

2. This set of scales defines a set of 3d Gaussian filters G = {g1, …,gn, (gi)=fg(si)}. We apply the 
set G to the coordinates of molecular surface and obtain a set of smoothed molecular surfaces M = {m1, …, 
mn }. 

3. For each mi a set of singular points Pi = {p1, …,pji} is calculated. For large scales there will be 
less singular points and these points will correspond only to large geometrical structures. 

4. Each singular point pj on each surface mi is described with a histogram of chemico-physical 
properties hj. Histogram is calculated for a circle on the surface mi. Circle is centered at the singular point 
and has radius ri = r(si). 

5. Then pairs and triplets of singular points are formed. For each scale si there is a maximal distance 
between points di. So the number of points decreases a lot. 

So this method doesn’t have the drawbacks mentioned above: 
1. Number of pairs and triplets at fine scales decreases a lot due to the restrictions of distance 

between points. Number of singular points at coarse scales decreases, because surface details are not 
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presented on filtered surface with large sigma.  
2. Large fragments of molecular surface are described well, because both radius of histogram and 

distance between points depends on scale si. So all area between points influences on descriptor value. 

Conclusion 

A method for construction of multiscale molecular surface descriptors is presented. The method is 
an improvement of our previous work. The new algorithm has a lower complexity. The description of 
large structures on molecular surface was improved. The method can be applied in the QSAR and QSPR 
studies.  
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The paper considers three inductive resolution algorithms for solving pattern recognition problems in 

the case when all features of objects have a finite quantity of values. The computational complexity of all 

described algorithms is calculated. In order to reduce running time of algorithms, modifications, based on the 

idea of branch and bound method, are suggested for all three algorithms. Complexities of modified algorithms 

are estimated. The running time of inductive resolution algorithms is shown to decrease exponentially 

depending on the structure of information of the object being considered. 

Introduction 

The scheme of using resolution method for solution of supervised pattern recognition problems is 
suggested in [1]. An analog of resolution method, which processes objects in finite-dimensional space of 

feature values, is developed. Algorithm 1A , which is called object resolution algorithm, and algorithm 

CA , which combines 1A  with algorithm 2A , are built. Algorithm 2A  is described in [2] and called 

inductive resolution algorithm in [3]. Because CA  also implements inductive derivation, CA  may be also 

classified as an inductive resolution algorithm. The main idea of these algorithms is search of objects, 
which can be derived with using of object resolution method from the given set or learning sample. 
Therefore it is necessary to reduce run times of these algorithms. For this purpose, application of the 

technique, introduced in [4], where closeness of feature values is estimated to reduce run time of 2A  due 

to using of branch and bound method, is suggested. This paper considers modifications of all listed 
algorithms, based on this method, estimates their complexity and shows that complexity of inductive 
resolution algorithms can be reduced. 

1. Main concepts and problem definition 

Concepts from [1-4] are used in this paper. Let us consider pattern recognition problem Z , where 

X  denotes the set of objects, lXX ,...,1  denote classes and XX ⊂0  denotes the learning sample. We also 

need some definitions: an object is a mapping n
n Dssp →×× ...: 1 ; },...,{ 1 nssS =  is a set of features 

with fixed order; D  is a finite set of their values; Dk = ; p
jD  is a set of values of the feature js  of object 

p , where DD
p
j ⊂ , ∅≠p

jD , nj ,1= . For description of objects, code c , where the value of feature js  

of object p  is represented as a k -dimensional vector, is used: 
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Let us briefly describe algorithms 1A , 2A , and CA . Detailed description of these algorithms can be 

found in [1]. All objects are assumed to being represented in code c . Algorithm 1A  considers 

sequentially all pairs of objects ),( 21 pp  from 0X , where both objects are known to belong to the same 

class, and builds a new object ),( 21 ppOrr h= , which is also supposed to belong to the same class. New 
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objects are built until either belonging of required object x  is determined or all pairs of objects have been 

considered. Operation of building of r  is shown in [1] to correspond to the operation of building of 

resolvent in Boolean logic, hence 1A  is called object resolution algorithm. 

To describe algorithm 2A , let us introduce a function ]1,0[))((: 2 →µ Xc : 
 

})())1((,0max{),( 1−

∈∈
∑∑ ⋅−=µ

Sj

ij

Sj

ij
t aayx . 

 

Algorithm 2A  uses function µ  to calculate closeness of objects to each other. Parameters ija  are 

determined at the learning stage. A possible scheme of calculating of ija  is suggested in [2]. At the 

recognition stage ),( 0xxµ  is calculated for all Xx ∈  and 00 Xx ∈ , and its maximum is considered to 

determine the class of object x . 

Algorithm CA  is a combination of algorithms 1A  and 2A : first it executes algorithm 1A  for all 

Xx ∈ , then it executes algorithm 2A  for all objects which belonging couldn’t be determined by 1A . 

Let us estimate the computational complexity of these three algorithms. For this purpose let us 
consider three operations used in these algorithms: comparison of two objects, building of r  and check of 
existing of object. It follows from their definitions and formulas that complexity of each of these three 

operations is )(knO . Reasoning from these estimates, one can calculate that complexities of 1A , 2A , and 

CA  are )( 23nkQO , )( 2
0nkqO  and )( 23nkQO  correspondingly (tables 1-3), where 0

0 Xq = , Q  is the 

total quantity of built objects. Here X  is assumed to be stored as a list. 

Table 1 

Complexity of algorithms 1A  and BA1  

Step 1A  Step 1

BA  Complexity 

Step 1 Steps 2–8 are executed n  times 

Step 2 Steps 3–5 are executed l  times Steps 1–3 

Step 3 Steps 4–5 are executed 2
iq  times, where ii Yq =  

Steps 4–5 Steps 4–5 )( nkqO i  

 Step 6 )( 23nkQO , where ∑
=

=
l

i

iqQ
1

 

Step 6 Steps 7–9 )( QlO +  

Total complexity )( 23nkQO  

Table 2 

Complexity of algorithms 2A  and BA2  

Step 2A  Step 2

BA  Complexity 

Learning: Steps 1–4 )( 0nqO , )( nlO , )( nlO , )1(O  correspondingly 

Recognition: 

Step 1 Steps 1–2 )( 0 nkqO i , where ii qX 0
0 =  

Step 2 Step 3 )( 0iqO  

 Steps 4–5 )(lO  

End of the table 2 

Step 2A  Step 2

BA  Complexity 

Steps 1–3 Steps 6–7 Steps 2–5 are executed not more than nl  times 

Total complexity )( 2
0nkqO  
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Table 3 

Complexity of algorithms CA  and B
CA  

Step 
C

A  Step 
B

C
A  Complexity 

Step 1 Steps 1–3 )( 3nkqO i  

Step 2 Steps 4–5 )( 0 nkqO i  

Step 3 Step 6–7 Steps 2–5 are executed not more than nl  times 

Total complexity ))(( 2
0

3 nqQkO + . If 0qQ >> , then )( 23nkQO  

It is easy to see that k , n  and 0q  are fixed. In the worst case 1A  and CA  can build all set X , 

therefore it is necessary to reduce quantity of objects processed by these algorithms. Complexity of 
algorithms is suggested to be reduced by decrease of Q . This is the main objective of this paper and the 

fundamental idea of described modifications in the class of inductive resolution algorithms. 

2. Modification of algorithm 1A  and its properties 

The suggested modification of algorithm 1A  is based on the following idea: let us consider features 

one after another and after consideration of each feature delete objects which can’t be used for derivation 

of object x  from 0X . For this purpose let us introduce function of closeness of two objects by feature js  

and function of closeness of an object to a set of objects by feature js : 
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where XY ⊂ . Let },...,1{ lL =  be set of class numbers divided into l  subsets containing this numbers, 

00 XXX ii Ι= . Function 1
jµ  is used as upper bound of belonging of object x  to current class. Let us 

consider the following algorithm BA1 : 

Step 1. Let 0
ii XY = , },...,1{ lL = . For all n  features execute steps 2-8. 

Step 2. Choose feature js . For each class iX , where Li ∈ , execute steps 3-5. 

Step 3. Choose from iY  a pair of objects ),( 21 pp . If all pairs are considered, return to step 2. 

Step 4. Calculate ),( 21 ppOrr j= . If ∅=∃ r
jDj , return to step 3. 

Step 5. If iYr ∉ , add r  to iY : }{: rYY ii Υ= . Return to step 3. 

Step 6. Calculate ),(1
ij Yxµ  for all Li ∈ . 

Step 7. Delete from L  numbers of classes i , for which 0),(1 =ij Yxµ . 

Step 8. Delete from iY  objects p , for which 0),(1 =pxjµ . 

Step 9. Stop. 

Results of BA1  are interpreted as follows: if ∅=L  after BA1  has stopped, then one can’t make any 

conclusions about belonging of x ; if Li ∈∃ , then iXx ∈ . Let us show that BA1  builds those and only 

those objects which can be logically derived from 0
iX . For this purpose, let us show first that deletion of 

classes and objects at steps 7-8 of BA1  is correct: if x  can be derived from 0X  and 0),(1 =pxjµ  after 

consideration of js , then afterwards p  can’t participate in derivation of x , hence deletion of p  from iY  

won’t lead to not building x  by BA1 . 

Theorem 1. Let ),(),( 2
1

1
1 pxpx jj µµ = , where iXpp ∈21, . If jh ≠  or 1),(),( 2

1
1

1 == pxpx jj µµ , 

then ),(),()),(,( 2
1

1
1

21
1 pxpxppOrx jjhj µµµ == . 

Let us show that order of consideration of features in algorithm BA1  doesn’t influence the result. 
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Theorem 2. Let object r  be built by algorithm BA1  from iYpppp ∈4321 ,,,  after consecutive 

consideration of features 
1j

s  and 
2j

s . Then r  is also built after their inverse consideration. 

Finally, let us show that after algorithm BA1  has stopped, iYx ∈  if and only if x  can be logically 

derived from 0
iX . It is easy to see that if )()( pNormxNorm ⊂  and iYp ∈ , then iYx ∈ . Therefore, if p  

can be derived from 0
iX  and )()( pNormxNorm ⊂ , then x  can be derived from 0

iX . 

Theorem 3. Object x  can be derived from 0
iX  if and only if, after BA1  has stopped, Li ∈ . 

The correctness of algorithm BA1  follows from theorem 3. 

3. Modification of algorithms 2A  and CA  

Let us describe modification of 2A , which is based on estimation of closeness of objects by partial 

set of features. Features are also considered one after another. Let jρ  denote the function: 
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The value of jρ  reflect closeness of first j  features of objects x  and p . Let us also introduce 

function 2
jµ  of upper bound of partial closeness of objects by j  features: 
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where Raij ∈ , 0ai    0,aj   i,
j

ijij >∀≥∀ ∑ , ija  is a matrix corresponding to set Sl ×},...,1{ . If 0=h , 

then 1),(2 =pxjµ . Let us consider the modification of 2A , denoted by BA2 : L  is divided into l  subsets 

containing class numbers; 2
jµ  is used as upper bound of belonging of x  to a class. 

Step 1. Let li ,1=∀  0=ij . Choose arbitrary class iX . 

Step 2. For all 00
iXx ∈  calculate ),( 02 xx

ij
µ . 

Step 3. For all li ,1=  calculate )},({max)( 02

00
xxxP

i
i

j
Xx

i µ
∈

= . 

Step 4. Calculate )}({max)( xPxP i
i

= . 

Step 5. Let )}({max)(
0

xPxP i
i

i = . If nji =
0

, then go to step 7. 

Step 6. Go to next feature in 
0i

X : 1:
00

+= ii jj . Return to step 2. 

Step 7. Include x  in class 
0i

X . Stop. 

Finally, let us consider the modification of CA , which combines BA1  and BA2 , denoted by B
CA : 

Step 1. Let },...,1{ lL = , li ,1=∀  0=ij , 0
ii XY = . Choose arbitrary class iX . 

Step 2. If Li ∈ , then execute steps 3-8 of BA1  for iX  and feature ij , otherwise go to step 4. 

Step 3. If )()( pNormxNormYp i ⊂∈∃ , then denote ii =0  and go to step 7. 

Step 4. Execute steps 2-4 of algorithm BA2 . 

Steps 5-7 of algorithm B
CA  are equal to steps 5-7 of algorithm BA2 . 

As opposed to BA1 , BA2  calculates belonging of any Xx ∈ . Thus, by using of algorithm B
CA  the 

belonging of any Xx ∈  can also be determined. 
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4. Complexity of modified algorithms 

In the worst case complexity of BA1 , BA2  and B
CA  is equal to the complexity of 1A , 2A  and CA  

correspondingly. Calculation of complexity of algorithms is described in details in tables 1-3. 

Let us now estimate the change of Q  in BA1  and B
CA  in comparison with 1A  and CA  

correspondingly. Let iY  be a set of objects before consideration of feature js ; 1
iY  and B

iY  are sets 

built as a result of consideration of js  by 1A  and BA1  correspondingly; 11
ii qY = , B

i
B

i qY = . It is 

necessary to compare 1
iq  and B

iq . Let us assume that in iY  all feature values are equifrequent. For 

simplification reasons, we won’t delete equal and non-existent objects from 1
iY  and B

iY . In 1A , set 

1
iY  consists of all resolvents built from iY  using js . In BA1 , set B

iY  consists of only those objects p , 

for which 1),( =pxjµ : },1,|{ ktddpY
p
jt

x
jt

B
i =≤= . Therefore, if 1=x

jtd , then 1=p
jtd , hence if )( x

jDc  

contains jm  ones, then in average 12 i
mB

i qq j−
= . Thus, if )(xc  contains ∑

=

=
n

j

jmm
1

 ones, then 

12 QQ mB −= , where 1Q  and BQ  are total quantities of objects built by 1A  and BA1 . Hence in average 

BA1  works m32  times quicker as 1A , and therefore B
CA  works m32  times quicker as CA . 

Conclusion 

Three algorithms for solution of pattern recognition problem are considered. They are 
modifications of algorithms described in [1] and use branch and bound method. Computational 
complexities of both unmodified and proposed algorithms are calculated. The running time of 
modified algorithms is shown to depend exponentially on the structure of given information. 
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THE MODIFIED PRINCIPAL COMPONENT ANALYSIS OF INFORMATION 

ENCRYPTED USING DETERMINISTIC CHAOS 

 
A.V. Sidorenko, I.V. Shakinko 

Belarusian State University, Minsk 
e-mail: SidorenkoA@yandex.ru  

Modification of the principal component analysis is proposed. The results obtained by the singular 

spectrum analysis and by the proposed method for information encrypted using deterministic chaos are 

compared. 

Introduction 

As modern information technologies are more and more widely used in telecommunication systems, 
information security plays an increasingly important part. The use of deterministic chaos in encryption 
imposes new requirements to ensure the cipher strength. In the encryption algorithm based on deterministic 
chaos it is necessary to control the chaotic state of output sequences. Sometimes the available methods to cope 
with this task are inadequate. Given that the output sequences of the encryption algorithms based on 
deterministic chaos are not stationary, singular spectral analysis (SSA) can be used for their processing [1]. 
Since periodic processes in these realizations are nonstationary too, the application of SSA is insufficient to 
detect the deterministic components [2]. This paper suggests modification of the principal component 
analysis; the results obtained by the proposed method are analyzed. 

1. Algorithm of the modified principal component analysis 

An algorithm of the modified principal component analysis comprises the following steps: 

− clumpiness test for a system of iterated functions; 

− formation of the point allocation using one coordinate; 

− conversion of the point allocation into the matrix; 

− application of the principal component analysis. 
Let us consider these steps in detail. 
1. Clumpiness test for a system of iterated functions [3]. 
For definiteness, we consider the time series А containing N samples 
 

{ }1 2 1, ,... ,N NA a a a a−=      (1) 
 

The range d of the time series values is calculated as follows: 
 

max mind a a= − ,              (2)  

where аmax and аmin – maximal and minimal values taken by samples of the time series.  
The resulting range is partitioned into four equal intervals. A square field is drawn on the plane. The 

corners of the square field are numbered from the lower left one, moving counterclockwise. The first point is 
marked at the center of the square. Next, a new point is marked in the middle of the segment connecting the 
center point and the corner with a number identical to that of the interval, to which the value of the first sample 
belongs. Then the procedure is repeated for the following samples with the only difference that the interval is 
measured from the last point marked. Thus, the point allocation is formed in the square. 

2. Formation of the point allocation using one coordinate. 
If the coordinate axes OX and OY are along the two perpendicular sides of the square, each point 

belonging to the square can be associated with two numbers: coordinate x and coordinate y. Considering 
that each sample of the initial time series corresponds to a certain point, it is possible to form a set of the 
pairs “sample number – point coordinate”. Coordinates x or y for all pairs are selected as a “point 
coordinate”. Each pair of values is regarded as the coordinates of some point belonging to a new point 
allocation in the rectangular area B. 

3. Conversion of the point allocation into the matrix. 
The rectangular area В is partitioned into R equal, non-overlapping parts as 
 

m n R• = ,          (3)  
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where m – number of horizontal divisions , n – number of vertical divisions. Let us define the matrix C 
containing n rows and m columns, the elements of which are found in the following way: 
 

ij ijс N= ,         (4) 
 

where Nij – number of the points belonging to ij – section of the region B, ni ..1= , mj ..1= . 

4. The matrix C is converted by the principal component analysis that includes the following 
procedures: 

− centering and normalizing 
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ni ..1= , mj ..1= ; 
− singular value decomposition (SVD) 

* tC USV= ,      (8) 
 

where t – symbol of the matrix transposition; 

− calculation of the score matrix 
 

;T US=       (9) 
− calculation of eigenvalues 

;tL T T=       (10)  

− normalization of each eigenvalue to the sum of all eigenvalues (determination of a level for the 
contribution of each component): 

1

i

i k

j

j

l

l

λ

=

=

∑
,      (11) 

where 

min( , )k n m= ,     (12) 

ki ..1= . 

2. Modified principal component analysis of information encrypted  

using dynamic chaos 

The messages processed were 22000 samples in length. The scheme of the encryption algorithm 
based on the Feistel cipher and deterministic chaos was used. Four encryption modes were analyzed: 
cipher-block chaining (CBC), cipher feed-back (CFB), electronic codebook (ECB), and output feedback 
(OFB). The iteration number z of the chaotic map varied from 1 to 1024. Sizes of the formed matrices 
were chosen equal: 100=m , 100=n , and 1000=m , 1000=n . The following methods were used for 
graphical representation of the formed matrices. Each element of the matrix, depending on its value, was 
assigned to the specific color: minimal value of the matrix – white, maximal value – black. A larger value 
of the element corresponds to a greater shift to black color. The resultant graphical matrix representations 
are given in fig. 1. 
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            a)               b)             c)             d) 

  
              e)             f) 

Fig. 1. The graphical matrix representations ( 100=m , 100=n ) obtained for the plaintext (a); algorithm des (b); algorithm 

based on deterministic chaos using OFB (c), ECB (d), CBC (e), and CFB (f) operation modes 

Graphical representation for the case of the plaintext of the resultant matrix is a single horizontal 
black line at the top of the image. When using the encryption algorithm based on deterministic chaos in 
OFB mode, image is a set of dark, well-defined lines. In the graphical representation corresponding to 
ECB mode the lines can also be traced but they are rather pale, approaching the background. The 
exception is the two horizontal lines located at the bottom and the top of the image. For the standard 
encryption algorithm des and the encryption algorithm based on deterministic chaos in CFB mode, the 
formed images represent the dots uniformly distributed over the entire area. Unlike the encryption 
algorithm based on the deterministic chaos mode CBC, where unevenness of the point locations is 
observed, a certain structure is revealed. The graph for a relative-contribution level of the first principal 
component (r) was plotted (fig. 2) as a function of the iteration number (z) for the chaotic map. A relative-
contribution level of the first principal component is a level of the contribution made by the first principal 
component, normalized to the similar parameter obtained for the plaintext. 

 

Fig. 2. The graph for a relative contribution level of the first principal component (r) (modified principal component analysis) 
versus the iteration number (z) of the chaotic map: encryption algorithm based on deterministic chaos using CBC (1),  

CFB (2), ECB (3), and OFB (4) operation modes; algorithm des (5) 

For the encryption algorithm based on the deterministic chaos using the modes OFB and ECB, a 
relative contribution level of the first principal component is about 0.6 and 0.4, respectively, whereas with 
the use of the encryption modes CBC and CFB this parameter is below 0.1. However, when using the mode 
CBC, values of a relative contribution level for the first principal component are higher than those obtained 
for CFB mode and for the standard encryption algorithm by a factor of three and more (fig. 3). A high 
relative contribution level of the first principal component indicates the presence of determinism in the 
encrypted messages. Thus, based on the graphical representation of the matrix and on the obtained principal 
component levels, we can infer that CFB mode of operation is suitable for the encryption algorithm based on 
the Feistel cipher and deterministic chaos as distinct from CBC, ECB, and OFB modes, the use of which 
leads to the encrypted messages revealing the deterministic components. 
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Fig. 3. The graph for a relative contribution level of the first principal component (r) (modified principal component analysis) 
versus the iteration number (z) of the chaotic map: encryption algorithm based on deterministic chaos using CBC (1)  

and CFB (2) modes of operation; algorithm des (3); algorithm aes (4) 

3. Comparison of the results obtained by the singular spectrum analysis  

and proposed method 

To process realizations of the encrypted messages by a singular spectrum analysis, the 
decomposition procedure was conducted for 1000 components; "centering” was carried out. For a visual 
representation of the data obtained by the singular spectrum analysis, the graph for a relative contribution 
level of the first principal component (r) versus the iteration number (z) of the chaotic map was 
constructed (fig. 4). 

 

Fig. 4. The graph for a relative contribution level of the first principal component (r) (singular spectrum analysis) versus the 
iteration number (z) of the chaotic map: encryption algorithm based on deterministic chaos using CBC (1)  

and CFB (2) modes; algorithm des (3); algorithm aes (4) 

As shown, values of a relative contribution level of the first principal component obtained for the 
algorithm based on the Feistel cipher and deterministic chaos using CBC and CFB operation modes are 
approximately coincident, falling within the range from 0.45 to 0.6 (excepting the value obtained for the 
iteration number that is equal to 1). In this way the results obtained using the singular spectrum analysis, 
unlike the proposed method, reveal no differences between realizations of the encrypted messages. 

Conclusion 

Modification of the principal component analysis is proposed that consists in forming the matrix 
from the initial data with the use of the clumpiness test for systems of iterated functions. 

It has been found that the proposed modified analysis of principal components allows one to 
analyze quantitatively (by a level of the contribution made from the principal components) and 
qualitatively (in the form of the graphically represented matrices) the output sequence of the encryption 
algorithm based on the Feistel cipher and deterministic chaos. 
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The results obtained by the singular spectrum analysis and by the proposed method have been 
compared. 

It has been established that the modified principal component analysis, in contrast to the singular 
spectrum analysis, offers detection of determinism in the messages encrypted by the encryption algorithm 
based on the Feistel cipher and deterministic chaos using CBC operation mode.  

On the basis of the graphical matrix representations and proceeding from the obtained principal- 
component levels, it has been found that the mode CFB is suitable for the encryption algorithm based on 
the Feistel cipher and deterministic chaos as distinct from CBC, ECB and OFB modes, the use of which 
leads to encrypted messages with the components revealing a high degree of determinism. 
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The results of development and application of the software for computer-assisted lung cancer 

diagnosis are presented. The software is intended to effectively localize pulmonary nodules on computed 

tomography images of lungs and consists of several stages: lungs segmentation, nodule candidates selection 

and nodule candidates filtering.  

Introduction 

According to the World Health Organization (WHO) lung cancer remains the leading cause of 
death of men among all malignant tumors. The expected 5-years survival rate is about 15%, which is not 
much greater than 6% in 1960th. One of the reason of such a statistics is the fact that lung cancer is hardly 
diagnosed on the yearly stages when it is almost asymptomatic. Computed tomography is the primary 
modality for imaging lung cancer and Computer-Aided Diagnosis (CADx) becomes more valuable tool in 
medical practice [1].  

The purpose of this particular paper is to present results of an experimental study of the CADx 
software developed in framework of Belarussian national programme. One of the main purpose of this 
software was the localization of pulmonary nodules in lungs on computed tomography images (CT scans): 
solitary pulmonary nodules (SPN) and multiple nodules as well. The efficiency of nodules localization 
was intended to be as high as the level of the best practice.   

1. Materials 

In this study we used CT images of lungs of 87 patients with lung nodules collected at the 
N.N. Alexandrov National Cancer Centre of Belarus. CT scanning was performed on a multi-slice 
scanners with the standard kV and mA settings during the one-breath hold. The voxel size of tomograms 
was in the range of 0.65-0.74 mm in the axial image plane with the slice thickness equal to the inter-slice 
distance varied from 1.25 mm to 3 mm. CT images contained from 104 to 407 slices. Target size of 
nodules varied from 4 mm to 56 mm. The expert radiologist found 173 nodules on these 87 CT scans. 
Solitary pulmonary nodules were present on 82 CT scans. Multiple nodules (from 7 up to 21) were 
present on 5 CT scans. No intravenous contrast agent was administered before the collection of scan data. 

2. Methods 

The process of nodules detection utilized during development of the CADx software in general 
conforms to the “classical” scheme and contains the following stages: 1) lungs segmentation on CT 
images; 2) nodule candidates selection; 3) nodule candidates filtering based on a set of decision rules.  

2.1. Lungs segmentation 

A number of modern lung image processing techniques of in practice utilize either manual 
segmentation or process the whole image extent without separation lungs from the outer tissues and other 
objects. Since CADx software for the particular task of nodules detection in lungs implies the processing 
and analysis of considerably large volume of radiological images, fully automatic lungs segmentation is 
the prerequisite of all the process.  

Stages of lungs segmentation was were described in paper [2]. The first step is to apply the adaptive 
thresholding to the whole 3D CT image. Adaptive thresholding allow computing the level of thresholding 

by means of iterative process. Let 
iT  to be the thresholding level at the iteration i , and let bµ  and nµ  

are the mean values in Hounsfield units (HU) of the “inner” part (voxels with higher or equal values than 
iT ) and “outer” part (voxel with lower values than 

iT ) of the image. Thus at the iteration 1+i  

threshold is calculated as 
2

1 nbiT
µµ +

=+ . This procedure stops at the iteration c when 
1−= cc TT . The 
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initial value of T
0

was selected to be equal 10 HU. After termination of the iterative process “outer” 
we acquired a 3D image mask with values 0 in the voxels which correspond to “outer” voxels of a CT 
image and 1 – to “inner” voxels the image. The example of an initial CT image and the resulting image 
mask calculated as a result of adaptive thresholding is depicted on fig. 1. 

  

Fig. 1. Initial image (left) and the resulting image mask (right)  
after adaptive thresholding of the initial image 

On the next step we invert values of the mask (ones to zeros and vica versa, fig. 2, left) obtained 
after thresholding and fill holes of the mask. As a result of this operation the mask will contain several 
connected components, including the largest one corresponding to body of a patient (fig. 2, center). The 
other connected components which correspond to the table or (perhaps) other objects are removed on the 
next step of the segmentation process, when we extract only the largest component (fig. 2, right). 

     

Fig. 2. Extraction of body mask which on a CT image 

Applying AND logical operation to the inverted mask from fig. 2, right and the mask from fig. 1, 
right, one obtain the mask which corresponds only to the lungs on the initial CT image (fig. 3, left). 
However, this mask contains a lot of small holes, scratches and other defects, so a number of nodule 
candidates may fall out of consideration if we apply this mask to the initial CT image and consider only 
the voxels corresponding to ones of the mask obtained till this moment. To solve the issue mathematical 
morphology operations “opening” and “closing” should be applied to the mask. The resulting mask is 
depicted on fig. 3, center, and the lungs segmented on the initial CT image is shown on fig. 3, right.  

     

Fig. 3. Draft lungs mask (left); smoothed lungs mask (center);  
segmented lungs on a CT image (right) 
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2.2. Nodule candidates selection 

Since “large” and “small” nodules manifest themself on CT images a bit different way, all the following 
stages of nodule candidates selection and further filtering is performed in two passes with different presets. 

The initial nodule candidates selection is performed by means of thresholding of the segmented lungs 
followed by morphological “opening” and “closing” operations. For “small” nodules thresholding level was 
selected equal to -400 HU, and radius of the structuring element for morphological operations equal to 2 
voxels. The corresponding presets for “large” nodules were equal to -150 HU and 3 voxels. Then connected 
components are extracted and labeled by their index numbers. All the connected components are assumed as 
nodule candidates at this stage, so called “blobs”. The following geometry and intensity parameters are 
calculated for each candidate: volume (number of voxels related to blob); minimum and maximum coordinates 
of voxels along all three axis X, Y and Z; coordinates of blob center; lengths of principal axis, e.g. radii of 
inertia ellipsoid; ratio of minimum and maximum radii of inertia ellipsoid; ratio of blob volume to a bounding 
volume; number of voxels on the surface of a blob (surface area); ratio of surface area to the blob volume; 
average voxel intensity inside every blob; variance of voxel intensity inside every blob. All these parameters 
are necessary for further nodule candidates filtering. 

2.3. Nodule candidates filtering 

The procedure of nodule candidates filtering is applied to the list of blobs, each having a number of 
precalculated geometry and intensity parameters. Filtering is based on a set of rules, which define thresholds 
for blob parameters. Thresholds were chosen differently for “small” and “large” nodule candidates. 
Thresholds relate to the following: lower blob volume limit; lower blob lengths in axial plane; lower blob 
depth limit; lower limit for ratio of blob volume to the volume of inertia ellipsoid estimated; lower limit for 
ratio of blob surface area to blob volume; lower limit for ratio of minimum to maximum radii of inertia 
ellipsoid; lower limit for average intensities of voxels related to a blob. 

It is sufficient for any parameter of any given nodule candidate not satisfy any threshold mentioned 
above for removing this blob from consideration. Usually a couple dozen nodule candidates of initially a 
couple of hundred remain after this step. 

Then region growing algorithm is applied for each blob left till the moment. This is done to ensure 
that a part of vessels or other large object with irregular structure will not pass the filtering stage. 
Additional verification of grown blobs is performed. If volume of some blob was increased more than 2.5 
times, this blob is removed from consideration. Finally, we remove duplicates from the list of blobs, i.e. if 
any two blobs intersect we remove the smallest one.  

After blobs filtering we receive a list of blobs with detailed information about them (voxel 
coordinates, geometry and intensity parameters) which could be used further at visualization and analysis 
stages. 

3. Results 

The algorithm on pulmonary nodules detection was tested on the set of 87 CT scans. The expert 
radiologist reviewed all the images carefully in advance and detected 173 nodules. The proposed 
algorithm detected 123 true positive (TP) and 179 false positives (FP) findings. Thus, sensitivity (recall) 
of the nodule detection algorithm was TPR=TP/( TP + FN )= 123/173 = 71.1%. Ratio of FP and TP 
findings was equal to 173/123=1.46. The most often reason for false positive findings were joins between 
nodules and pleura, mediastinal and peripheral vessels, mediastinal contour, and septum between lungs. 
At the same time, the algorithm found additional nodules on 10 CT scans which were not detected by the 
expert radiologist. Processing of one CT scan took from 110 to 350 seconds depending on number of axial 
slices; average processing time was equal to 3.25 minutes.  

Due to significant difference in nodule number from one CT scan to another (it could be from 1 up 
to 21), two groups of CT scans were considered: scans with small amount of nodules (from 1 to 4) and 
multiple nodules (from 5 and more).  

82 CT scans were related to the first group. The expert radiologist detected 115 nodules on these 
scans, and the proposed algorithm detected 89 TP findings and 177 FP findings. Sensitivity of the 
algorithm was TPR =  77.4%. Ratio of FP to TP findings was equal to 1.98. Of these examinations there 
was a group of 60 scans with solitary (single) pulmonary nodules. The statistics for these scans is as 
follows: TPR = 90.0%, FP/TP = 2.31.  
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Multiple nodules were present on 5 CT scans: 5, 6, 7, 19 and 21 nodules respectively (see Figure 4 
for example), 58 in total. The proposed algorithm detected 34 TP and 2 FP findings, i.e. sensitivity on this 
group of scans was equal to 58.6% and ratio of FP to TP findings was equal to 0.06. 

Conclusion 

Results obtained with this experimental study on 87 CT scans of lungs allow to draw the 
conclusions that the proposed algorithm of nodules detection, which consists of lungs segmentation, 
nodule candidates selection and further filtering steps may be used as a effective tool for early lung cancer 
diagnosis as well as for training. The algorithm works better for solitary pulmonary nodules detection 
(TPR = 90.0%). If we consider CT scans with more than one nodule (up to 4) TPR decreased to 77.4%, 
and for CT scans with multiple nodules (more than 5) TPR was equal to 58.6%. However, it should be 
noted that for multiple nodules the algorithm may significantly facilitate reading of CT scans in order not 
to miss true positive findings with very small percentage of false positive findings. Also, it was shown 
that the algorithm found additional nodules on 10 CT scans which were not detected by the expert 
radiologist. 

This work was done in framework on the National project IT11/4-04. 

 

Fig. 4. Example of multiple nodule detection on a CT scan using the algorithm proposed 
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Problems of automated fundus image processing and analysis are discussed in the paper. Procedures 

for retinal image enhancement are selected and tested. The problem of automatic quality assessment of retinal 

images is discussed also. 

Introduction 

Diabetic retinopathy is the leading cause of blindness in the world. The World Health Organization 
estimates that 135 million people have diabetes mellitus worldwide and that the number of people with 
diabetes will increase to 300 million by the year 2025 [1]. Timely detection and treatment for diabetic 
retinopathy  prevents severe visual loss in up to 50% of the patients. Therefore, an automatic or semi-
automatic system able to detect various type of retinopathy is a vital necessity to save many sight-years in 
the population. 

 

1. Retina and its features in a digital image 
 
The fundus of the eye is the interior surface of the eye, opposite the lens. Retina is a part of 

fundus. It is light-sensitive layer of tissue, lining the inner surface of the eye. In the center of the retina is 
the optic nerve, a circular to oval white area measuring about 2x1.5 mm across. From the center of the 
optic nerve radiates the major blood vessels of the retina. It is approximately 170 (4.5-5 mm), or two and 
half disc diameters from the disc. It can be seen the slightly oval-shaped, blood vessel-free reddish spot. 
The fovea is at the center of the area known as the macula by ophthalmologists. The fovea is less than 1 
mm in diameter (fig. 1). A circular field of approximately 6 mm around the fovea is considered the central 
retina while beyond this is peripheral retina stretching to the ora serrata, 21 mm from the center of the 
retina (fovea). The total retina is a circular disc of between 30 and 40 mm in diameter [2]. 

 
 

Fig. 1. A typical image of a human retina with indication 
 of two basic objects: optic disk (OD) and fovea 

 

In a digital image retina is presented in the RGB color model and all the metric relations 
mentioned above are measured in pixels and depend on the camera field of view (FOV). Usually images 
produced by a fundus camera has a circular shape, but retina may be differently presented in the picture 
and the image size may vary (fig. 2). 

Fundus usually has a reddish-orange color. If it reflects a disease, it changes color and 
pigmentation (fig. 3). Color may vary also due to optical distortion in image registration (fig. 4). 

Images may be investigated immediately after registration (on-line analysis) or stored for the later 
analysis (off-line analysis). For both variants image quality is important. In the first case, image quality 
may be evaluated interactively, but in the second one it is desirable to perform this automatically. 
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Fig. 2. Sample images from databases: left, DIARETDB1 (FOV=500, image size 1500x1152 pixels);  
center, DRIVE (FOV=450, size 565x584); right - STARE (FOV=350, size 700x605) 

 

   
 

Fig. 3. Images of unhealthy retina: age-related macular degeneration (left, macula is not uniform)  
and advanced glaucoma (right, optic disk border is not uniform) 

 

 
Fig. 4. A publicly available image database DMED 

is a collection of 169 images of different color and contrast 

2. Diabetic retinopathy  
 
Various systems for automatic or semi-automatic detection of retinopathy with digital fundus 

images have been developed [3], but the problem is not solved. The results obtained are promising but the 
initial image quality is a limiting factor; this is especially true if the machine operator is not a trained 
photographer. An accurate quality assessment algorithm can allow operators to avoid poor images by re-
taking the fundus image, eliminating the need for correction algorithms. In addition, a quality metric 
would permit the automatic submission of only the best images if many are available.  

Many researchers study image quality methods, and in particular retinal image quality. 
Investigations in this area started just 10-15 years ago. By now there is no a unique approach to the actual 
practical problem how to evaluate in real time quality of just registered retinal image until a patient is 
sitting in the clear in the medical cabinet. Images with adequate quality may be stored, sent for 
consultation to a medical expert to other clinic or even country by telemedicine. 
Several databases containing retinal images and used in the scientific literature for result comparison were 
collected from Internet. Literature review of state-of-art papers connected to the studied problem was 
done. Some experiments described in the papers; tested some own ideas.  
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3. Retinal image processing 
 
Analysis of the literature and publicly available image database shows that the most important 

procedures for retinal image processing are the following: contrast enhancement, color enhancement and 
segmentation. While segmentation is object oriented for: 1) background separation, 2) optic disk 
segmentation, 3) macula segmentation, and 4) vessel segmentation.  
The very first step of retinal image processing is fast evaluation does the image contain any retina or 
clutter (fig. 5). 
 

 
  

Fig. 5. Nonretinal images registered by fundus cameras 

 

Background in fundus digital images is not black and uniform often. If it is dark enough, it may 
be segmented by a simple global thresholding algorithm. In opposite case (fig. 6) other method must be 
used. In fig. 5 one can see that there are two horizontal black stripes in the image: in the top and in the 
bottom, but the rest of background is dark-green. 
 

 
 

Fig. 6. im0055 image from STARE database with nonuniform illumination 
 and low color difference between retina and background 

 
Segmentation of background is important for saving it black after the following retina color 

transformations and no using this area during analysis of the real retinal area. 
A simple way for retina boundary detection and background segmentation is based on the 

observation that four image corners and the adjacent regions always belong to background. Using the fact 
we segment the original image into object and background, for example by the Otcy method (fig. 7). 

 
Fig. 7. Retina mask construction by image separation into 4 parts and global thresholding. 

Threshold values are shown in the picture 
 

Several variants of color enhancement were tested, three of them are presented in fig. 8 and 9. 
 

4. Quality assessment in fundus images 
 

The main problem in retinal image quality evaluation is lack of formal medical protocols (national 
or international) describing which images are of good quality, which are bad. In this situation IT 
specialists develop different quality measures of digital images itselfs. The quality assessment measure for 
this type of images must be non-reference. Despite of the importance of this problem it is still a widely 
neglected field of research especially with regard to fundus imaging [4]. 
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Fig. 8. Illumination correction experiments with images from DIARETDB1 retina database 
 

 
Fig. 9. Illumination correction experiments with images from STARE retina database 

 

There are only several publications dealing with retinal image quality assessment. They may be 
divided into two classes:  

(i) Segmentation based approaches detect anatomical structures, while it is assumed that the 
segmentation will fail on low quality images due to the bad recognizability. Fleming et al. [5] measure the 
quality by evaluating the vessel tree in the regions around the macula and the optic nerve head. Giancardo 
et al. [6] measure the densities of vessels for different regions in the image. The vessel densities and a 5-
bin-histogram of each color channel are used as features for classification. In [10] three properties of the 
optic nerve in order to locate it are used: 1) the optic nerve normally appears as a bright disk 
approximately 1500µm in diameter, 2) large vertical blood vessels enter the nerve from above and below, 
and 3) blood vessels in the retina tend to converge at the nerve. The nerve location algorithm forms three 
images, each indicating the strength of one of the three properties, and computes a weighted average of 
the three images. The position of the pixel of maximum intensity in the average image indicates the 
position of the optic nerve.  

The fovea can be identified in the blue plane image. The fovea is located 4.5mm temporal to the 
optic nerve and is marked by yellow pigment in the retina, which shows as a dark spot in the blue plane 
image. 

(ii) Histogram based approaches use information gained by image statistics to identify low quality 
photos. Lalonde et al. [7] evaluate the histogram of an input image's gradient magnitude and local 
histogram information of its gray values. Reference histograms are calculated out of images showing good 
quality and compared with the input image's histograms for classification. Lee et al. [8] compute a quality 
index by convolving the intensity histogram of the input image with the template intensity histogram from 
good retinal images. Image Structure Clustering from [9] characterizes the image quality by distribution 
of image intensities itself and the ability to cluster the image into contained anatomical structures.  
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Some semiformal recommendation of retinal quality grades were done by The National Screening 
Committee UK in 2012. Images must be utilized only if the grader is confident the quality is sufficient. 3 
categories of retinal image quality were defined: good, adequate, inadequate. 

Good macula and disc images (the mentioned objects are in the image center) when: 1) center of 
fovea (or disc) < 1DD from center of image (where DD – disc diameter); 2) vessels clearly visible within 
1DD of center of fovea (or disk); 3) vessels visible across > 90% of image. 

Adequate macula and disc images when: 1) center of fovea (or disc) > 2DD from edge of image; 
2) vessels clearly visible within 1DD of center of fovea (or disk), see Fig.8; 

Inadequate macula and disc images when: failure to meet definition of Adequate unless diabetic 
retinopathy visible anywhere in the image. 

A quality assessment of retinal images may be done in real time during the image registration. 
The main novelty of our study is idea to combine low level image processing procedures, content free 
quality assessment with medical grading of retinal images. We are testing now some algorithms for 
realization of the following scheme for retinal image quality assessment: 

1) Is circular object in the image represent retina? If no, end. 
2) Is the image color and contrast good enough or may be improved? If no, end. 
3) Are vessel visibility good enough across of the image? If no, end. 
4) Is macula or optic disc less than 2DD from the image center? If no, end. 
5) If all conditions are met the studied image has good or adequate quality. 

 

Conclusion 
 

We presented our preliminary results of digital image processing oriented for retinal image quality 
analysis. Main problems in this way are luck of formal retinal quality definitions. 
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In the article is discussed the problem of controlling a mobile robots collective for the dispersal on the 

space and re-transmission of information in order to increase the range of radio communication, to organize 

remote monitoring, and to control robot and mobile systems. The possible use of a chaotic oscillator is 

investigated to generate control signals for a mobile robot performing the search motion. Preprocessing 

method for data transmission via a radio channel has been developed. Computer simulation of proposed 

method search motion and field testing are carried out using mobile robot and robot arena for tests. 

Introduction 

Recently researchers have shown an increased interest in such an approach to the control of 
multirobot systems as swarm control. Swarm robots are considered to be called the mobile robots (MR) 
operating in groups under decentralized control with no direct data communication among them. Each 
robot can receive information on actions of the other robots only by measuring the state of the 
environment in which the group operates [1]. 

A distinctive feature of swarm control of MR, compared with other methods of group control, is the 
ability to achieve the goal, set before the group, by a large number of simple robots. Swarm control does 
not impose high demands on the quality of communication, reliability of hardware and quality of sensors. 
It is highly resistant to counteraction, as failure of a part of the group will not prevent the remaining 
robots to perform the task given. 
The problem of group control of robots is formed similarly to the general problem of group control of a 
robots group [1]. Group control of robots originates in industrial robotics in which control systems of 
robots are captured by feedback, and robots operate in a determined environment. Determinacy of an 
environment means that the future state of an environment is completely defined by the current state and 
the action executed by a robot [2].  
Environmental determinacy is reached due to limitation and closeness of a working zone in which there 
may not be objects with purpose and location unknown to a robot control system. At the same time, a 
robot’s position in space is always exactly known. However usage of swarm robots is most favorable 
for solving tasks in a non-determined environment. Such tasks include inspecting a territory, relaying 
radio signals, etc. Besides, robots have to operate under conditions of incomplete and inaccurate 
information. E.g., for robots operating indoors it is often difficult with enough accuracy to determine 
their location and orientation in space without use of sophisticated navigation devices. Fig. 1 illustrates 
the operation of the obstacle sensor. In the one case (fig. 1, a), the sensor operates correctly, an error 
occurs in the second case (fig. 1, b). To sum up, it is possible to give the following classification of 
robots according to opportunities of positioning in space of a working zone: 

1. Positioning in a working zone is impossible. 
2. Positioning is possible relative to other robots.  
3. Positioning is possible relative to a working zone. 

Thus, application of swarm methods of control, in particular for control of microrobots or groups of 
simple robots belonging to the first category of the above classification, demands developing new control 
algorithms, the most important of which is the algorithm of search motion. The purpose of this work is to 
create an algorithm of search motion of a swarm robot.  

The main requirement for this algorithm is its feasibility on robots equipped with only those sensors 
that are needed to solve a practical task. 
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a) b) 

Fig. 1. Operation of the obstacle sensor: sensor operates correctly (a), an error occurs (b) 

E.g., the algorithm must provide control of a robots group intended for relaying radio signals and not 
equipped with any sensors, except the received signal strength indicator (RSSI) and a front obstacle 
sensor.  

1. Application of a nonlinear oscillator for control of mobile robot 

The paper [3] describes a general scheme of search adaptive behavior with inertial switching 
between search tactics. As it was pointed out in this work, effective search motion can be realized by 
combination of moving for considerable distances, frequent random changes in motion directions, and 
persistence of switch between all types of motion. 

The advantage of the described model of behavior is the possibility to implement search 
movements in conditions of incomplete and unreliable sensor information, which may be caused by 
disturbances, wrong operations of sensors or their dead zones. 

The disadvantage of this method of search motion, applied to problems of robots control, consists in 
the necessity to program such a type of behavior by means of conditional transition functions, which may 
cause some difficulties in modification or control of coefficients of the operating program. 

This disadvantage is not peculiar to the model described in [4]. It is based on the principle of 
controlling a mobile robot using a nonlinear oscillator, i.e. a system with dynamics described by 
differential equations of a second order [5]. The approach has a number of advantages in comparison with 
the reactive control method. Reactive control is widespread in robotics. Basing only on signals from 
sensors, it allows to realize robots control without using a model of the robot’s operation environment. 
One of the most important benefits of the proposed approach consists in the opportunity to operate a 
nonlinear oscillator by means of a element which combines signals from a set of sensors. Thus, it becomes 
no longer required to logically program such actions as a robot’s turn, stop, etc. 

Besides, a nonlinear oscillator, unlike a pseudorandom sizes generator, allows to receive output 
signals of a various form – stationary, periodic and chaotic. These signals can be used for formation of 
various trajectories of MR motion.  

In the paper it is offered to combine approaches [3] and [4] for realization of search motion of a 
mobile robot with use of controlling signals generated by a nonlinear oscillator. It will allow to implement 
a behavior model [3] with transitions between conditions caused by various operating modes of a 
nonlinear oscillator. 

In work [4] a signal from a two-dimensional nonlinear oscillator serves for controlling a 
differential two-wheeled drive of a mobile robot.  

In the current paper a nonlinear oscillator offered in work [4] is replaced with a chaotic signals 
generator (CSG) realizing the acquainted logistic map (a so-called logistic parabola), in detail described in 
[6, 7]: 

 

2
1.ty a y −= −          (1) 

Fig. 2 illustrates the functional scheme of a mobile robot control system for realization of the 
search motion model which is described.  

At the control system’s input the vector of sensor data S is taken: 
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{ }1 2, s , ..., s ,ns s=      (2) 

 

where s1, s2, sn denote data from each of sensors, n is the total number of sensors. 

 

Fig. 2. The functional scheme of a mobile robot control system 

The block of calculating a controlling parameter on the following formula calculates the parameter, 
controlling the CSG, on the basis of data from robot sensors: 

 

1 1 2 2 ... ,n na w s w s w s= + + +             (3) 
 

where а is a controlling parameter, w1, w2, wn are weight coefficients.  
Thus, depending on value of the parameter а, the CSG can be in a stationary, periodic or chaotic 

mode [6]. Adjustment of weight coefficients allows to establish a correspondence between signals from 
sensors and a type of a desired trajectory of MR motion. 

A threshold element allows to use a signal from any of sensors to stop a robot, e.g. in case of 
accident.  

To convert output values of the CSG into control values of the MR steering gear, a scheme based 
on the element of signal delay in time τ, subtractor and proportional amplifier K, is used. This scheme is 
similar to a stabilization scheme of a nonlinear dynamical system with chaotic dynamics proposed by K. 
Piragas [7, 8]. At the output of the amplifier K the following signal is formed: 

 

( )1 .c t ty K y y −= −      (4) 

 

The amplifier K allows to scale an output signal of the CSG for compatibility with various types of 
regulators of rotation speed of electric motors.  

On the basis of the signal yc power, brought to the left Vl and right Vr engines, is calculated 
according to the following rules: 

 

, 225, in case 0,

225, , in case 0,

225, 225, in case 0.

l c r c

l r c c

l r c

N y N y

N N y y

N N y
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= = >

= = =

 

 

The value of power N, brought to electric motors, can change in the range from 0 to 255. At N = 

255 the left or right electric motor is supplied with the maximum power, and the respective crawler rotates 
forward at top speed, while at N = 0 – the same occurs in the opposite direction. The value N = 128 
corresponds to zero power, and, therefore, a stop of electric motors. According to the (4), the signal yc will 
be zero in case the CSG is in a stationary mode. In a periodic or chaotic regime the signal yc will change 
respectively. 

2. Computer modeling of a search motion algorithm 

The object of computer modeling is a mobile robot equipped with a crawler differential drive [9] 
and controlled by means of the proposed algorithm. The purpose of modeling is to define influence of the 
CSG control parameter on the trajectory of a MR.  

The trajectory of robot’s motion, obtained as a result of computer modeling, is shown in fig. 3.  
During modeling the control coefficient changed from a = 0.2 to a = 1.9. 
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The initial value was chosen x = 1,1. 

Trajectory of robot

Mooving during X axes

M
o
o
v
in

g
 d

u
ri
n
g
 Y

 a
x
e
s

 

Fig. 3. The robot motion trajectory 

The results of computer modeling confirm that a change of a MR motion trajectory can be reached 
by changing the operating coefficient. Besides, change of an operating mode of the CSG occurs gradually 
after change of the controlling parameter value. As a result, after response of sensors a robot needs some 
time for transition to another motion mode, and, therefore, short-term hindrances and false responses of 
sensors will not affect MR motion. 

The proposed algorithm may find its practical application for solving the problem of radio signals 
retransmission using a group of swarm robots. 

Conclusion 

In this paper we proposed an algorithm of mobile robot search motion, based on the bionic model 
of adaptive searching behavior of V.A. Nepomnyashchikh [3], which was implemented on the basis of a 
chaotic signals generator. The proposed algorithm has important advantages, allowing, in particular, to 
build simple mobile robots equipped with a minimal number of sensors, and at the same time successfully 
solving search problems on unknown terrain.  

References 

1. Kaliaev, I. Models and algorithms of collective control in groups of robots / I. Kaliaev, 
A. Gaiduk, C. Kapustian. – Moscow : Phismatlit, 2009. – 280 p. [In Russian] 

2. Russell, S. Artificial Intelligence: A Modern Approach / S. Russell, P. Norvig; 2nd ed. – 
Prentice Hall PTR, 2002. – 1132 p. 

3. Nepomnyashchikh, V.A Bionic model of adaptive searching behavior / V.A. Nepomnyashchikh, 
E.E. Popov, V.G. Red'ko // Journal of Computer and Systems Sciences International. – 2008. – № 1. – P. 
85–93. 

4. Clarck, M. Coupled Oscillator Control of Autonomous Mobile Robots / M. Clarck, T. Anderson, 
R. Skinner // Autonomous Robots. – Kluwer Academic Publishers, 2000. – P. 189–198.  

5. Kovacic, I. Brennan The Duffing Equation : Nonlinear Oscillators and their Behaviour / 
I. Kovacic, M.J. Brennan. – John Wiley&Sons, 2011. – 386 p. 

6. Moon, F. Chaotic Vibrations: An Introduction for Applied Scientists and Engineers / F. Moon. –
 John Wiley&Son, 2004. – 309 p. 

7. Schöll, E. Schuster H.G. Handbook of Chaos Control / E Schöll, H.G. Schuster; 2nd ed. – 
Wiley-VCH Verlag GmbH&Co.KGaA, 2008. – 819 p. 

8. Pyragas, K. Control of Chaos via an Unstable Delayed Feedback Controller / K. Pyragas. – 
Phys. Rev. Lett. 86, 2001. – P. 2265–2268. 

9. Dudek, G. Computational Principles of Mobile Robotics / G. Dudek, M. Jenkin. – Cambridge 
University Press, 2000. – 280 p. 



 
284 



 
285 

REGION GROWING SEGMENTATION OF CT-IMAGE BY THE ANALYSIS  

OF 3D LOCAL NEIGHBORHOOD 

 
S. Trukhan2, A. Nedzved1, S. Ablameyko2 

1United Institute of Informatics Problems of the NAS of Belarus, Minsk; 
2Belarusian State University, Minsk 

e-mail: nedzveda@tut.by 

 
New approach of matter segmentation in medical images is proposed. The main idea is rely on region 

growing method and additional constraints on inclusion of neighbor voxels. Additional constraints is based on 

analysis of 3D local neighborhood which is include only those voxels that satisfy the user specified thresholds 

on first and second derivatives. The paper will describe the implementation of widely used region growing 

algorithms in open-source. 

 
Introduction 

 
The growth of technologies favors creating much powerful medical equipment like Computed 

tomography (CT), Magnetic resonance tomography (MRT) and Positron emission tomography (PET). 
Current multislice CT scanners can configure up to 256 or even 512 detectors in an array. The resolution 
and quality of obtained images reaches remarkable values. Consider a standard chest CT image exam, 
which covers between 300 and 400 mm generating from 150 to 200 2-mm slices and up to 600 to 800 0.5-
mm slices, depending on the slice thickness, or data sizes from 75 MB up to 400 MB. A whole body CT 
scan for screening can produce up to 2500 images or 1250 MB (1.25 GB) of data, with each image being 
512×512×2 bytes [1]. With such a detailed data sets, the quality of image processing algorithms plays a 
significant part in clinical diagnostics but sometimes it is reached to the prejudice of performance. 

There is no universal algorithm for segmentation of every medical image. Each imaging system has 
its own specific limitations. For example, in MR imaging (MRI) one has to take care of bias field noise 
(intensity in-homogeneities in the RF field). Of course, some methods are more general as compared to 
specialized algorithms and can be applied to a wider range of data [2]. 

One of the fastest semi-automatic segmentation methods is region-growing approach. The main 
idea is to grow region starting from seed pixel by comparing neighborhood pixel intensity with current. 
In the simplest case, a matter is in choosing of pixel, scanning of neighbors to find close values and 
merge it into new region. Common criterion for region homogeneity is based on estimation of maximal 
difference of current pixel’s intensity and average intensity of new region. However, this clause will 
work if estimation of mean intensity is reliable only, so the size of region should not be small. 

Among methods for region growing next are marked out: centroid connection (a priori information 
based on seed points), “merge-and-split” (growing of initially chosen homogeneous regions), “watershed” 
(based on gradient of intensity of image), deformable templates (based on template matching, which may 
change under function of internal energy). In addition, D.J. Withey and Z.J. Koles have provided a brief 
survey of three generations of medical image segmentation techniques [3]. 

 
1. Region growing in segmentation software 

 
Region growing algorithms was implemented in many libraries and frameworks including open, 

commercial and academic sources. In some cases, it is better to use their highly tested and fast 
frameworks. The most popular and freely available medical imaging and processing frameworks are VTK 
and ITK. The main objective of VTK is data visualization but it still covers many image-processing 
algorithms (http://vtk.org). ITK provides developers with an extensive suite of software tools for image 
analysis and employs algorithms for registering and segmenting multidimensional data (http://itk.org/). 
Connected Threshold Image Filter, Neighborhood Connected Image Filter, Confidence Connected Image 
Filter are frequently used region growing ITK filters. 

Connected Threshold Image Filter. This filter uses the flood fill iterator. Most of the algorithmic 
complexity of a region growing method comes from visiting neighboring pixels. The flood fill iterator 
assumes this responsibility and greatly simplifies the implementation of the region-growing algorithm. 
Thus, the algorithm is left to establish a criterion to decide whether a particular pixel should be included 
in the current region or not. 
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The criterion used by the Connected Threshold Image Filter is based on an interval of intensity 
values provided by the user (fig. 1). Values of lower and upper threshold should be provided. The region-

growing algorithm includes those pixels whose intensities are inside the interval [ ]( ) ,I X lower upper∈ . 

 

 

Fig. 11. Results of Connected Threshold Image Filter 

 
Similar algorithm is implemented in VTK, vtkImageThresholdConnectivity class provides such 

functionality. Output results of ITK and VTK segmentation are identical, so in this case preferable to use 
VTK filter when the visualization part is made by VTK and not to spend memory and CPU time to 
converting pipeline from VTK to ITK and vice versa (table 1). 

Table 1 
Parameters used for segmenting some brain structures 

Structure Seed Index Lower Upper 
Output Image 

(fig. 1) 

White matter (128, 208, 18) 633,00 826,20 Down left 

Ventricle (198, 146, 18) 154,00 440,20 Up right 

White spot (174, 210, 18) 973,00 6648,20 Down right 

 
Neighborhood Connected Image Filter. This filter is a close variant of the Connected Threshold 

Image Filter. On one hand, the Connected Threshold Image Filter accepts a pixel in the region if its 
intensity is in the interval defined by two user-provided threshold values. The Neighborhood Connected 
Image Filter, on the other hand, will only accept a pixel if all its neighbors have intensities that fit in the 
interval. The size of the neighborhood to be considered around each pixel is defined by a user-provided 
integer radius. 

The reason for considering the neighborhood intensities instead of only the current pixel intensity 
is that small structures are less likely to be accepted in the region. The operation of this filter is equivalent 
to applying the Connected Threshold Image Filter followed by mathematical morphology erosion using a 
structuring element of the same shape as the neighborhood provided to the Neighborhood Connected 
Image Filter. 
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Confidence Connected Image Filter. The criterion used by the Confidence Connected Image 
Filter is based on simple statistics of the current region. First, the algorithm computes the mean and 
standard deviation of intensity values for all the pixels currently included in the region. A user-provided 
factor is used to multiply the standard deviation and define a range around the mean. Neighbor pixels 
whose intensity values fall inside the range are accepted and included in the region. When no more 
neighbor pixels are found that satisfy the criterion, the algorithm is considered to have finished its first 
iteration. At that point, the mean and standard deviation of the intensity levels are recomputed using all 
the pixels currently included in the region. This mean and standard deviation defines a new intensity range 
that is used to visit current region neighbors and evaluate whether their intensity falls inside the range. 
This iterative process is repeated until no more pixels are added or the maximum number of iterations is 
reached.  

The following equation illustrates the inclusion criterion used by this filter: 

[ ]( ) ,I X m f m fσ σ∈ − + . 

Where m and σ are the mean and standard deviation of the region intensities, f is a factor defined 
by the user, I is the image and X is the position of the particular neighbor pixel being considered for 
inclusion in the region. 

2. Region growing segmentation based on the analysis of 3D local neighborhood 

 
The main idea of introduced method rely on region growing method and constraints of inclusion of 
neighbor voxels. The analysis of 3D local neighborhood gives us two additional constraints. 
The first stage is visiting neighborhood voxels starting from the seeds. 
The second stage is to apply the constraints on neighboring voxels to the current. Neighbor voxel would 
be included to the current region if 

1. [ ]upperloweryxI ,),( ∈ , where I(x,y) – intensity of neighbor voxel, lower and upper – user 

specified thresholds. 

2. [ ]upperloweryxI ,),(' ∈ , where 
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intensity of neighbor voxel, lower and upper – user specified thresholds. 
Algorithm is similar to Connected Threshold Image Filter with additional derivatives terms. It is 
remarkable that the computing of gradient would increase the computation time only by the constant value. 
Scheme of algorithm is on fig. 2. 
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Fig. 12. Region growing segmentation based on the analysis of 3d local neighborhood 

Conclusion 
 

Region growing approach could be used with Energy functions, Bayesian functions, wavelets and 
fractals, and Neural net and may be performed in several ways starting from simple pixel-wise growing to 
models similar to active contours and “Snakes”. However, variety region growing methods either do not 
use a number of important local characteristics or work slowly. Therefore, new analysis should be 
introduced. One of new approaches is to analyze global and local information of image. 

In medical images segmentation we often could know some image characteristics of region of 
interest. The first and second derivatives of each point could be computed using Sobel or Laplace filters. 
Analysis of these characteristics gives us more accuracy and quality of segmentation. The idea is not to 
add pixels which absolute difference between derivatives of current and neighbor pixel is larger than 
specified value (table 2). 

Table 2 
Proposed method 

Structure Seed Index Lower Upper 
First 

derivative 
Second 

derivative 
Output Image (fig. 3) 

White 
matter 

(128, 208, 18) 633,00 826,20 105,00 102,00 Down left 

Ventricle (198, 146, 18) 154,00 440,20 111,00 90,00 Up right 

White 
spot 

(174, 210, 18) 973,00 6648,20 164,00 180,00 Down right 
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Fig. 13. Segmentation results for the region-growing algorithm with derivatives analysis 

Comparing results of Connected Threshold Image Filter segmentation (fig. 1) and Region growing 
segmentation based on the analysis of 3D local neighborhood (fig. 3) we can admit that proposed method 
has higher accuracy. 
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The paper deals in the preliminary way with the problem of clustering results interpretation for a case 

of application of heuristic algorithms of possibilistic clustering to data processing. The labeling problem and 

basic concepts the heuristic approach to possibilistic clustering are considered in brief. A labeling procedure 

is outlined. Experimental results are presented shortly and some preliminary conclusions are made. 

Introduction 

Clustering procedures belong to the algorithmic methods of data analysis. Various different 
approaches have been proposed for developing of classifiers by means of clustering, including: 

− heuristic methods; 

− optimization methods; 

− hierarchical methods. 
The first aim of clustering is to find structures contained within groups of data. These structures are 

usually classes to which objects from the data set are assigned. The result of the classification process is 
usually used as a classifier. Object, which as of yet have no known class assignments, are assigned to 
classes using the classifier constructed through clustering.  

All clustering methods can be divided into three approaches, including:  

− hard (or, in other word, crisp) methods; 

− fuzzy methods; 

− possibilistic methods. 
Hard clustering methods assign each object to exactly one class, whereas in fuzzy and possibilistic 

clustering methods are assigned different degrees of membership to the different classes. In this way, a 
representativeness of each object for the single classes is determined during the analysis. So, the problem 
of clustering results interpretation is arises. 

The main goal of this paper is a consideration of an approach to automatic labeling fuzzy clusters 
obtained from heuristic algorithms of possibilistic clustering. The contents of this paper is as follows: in 
the first section a labeling problem is described, in the second section basic concepts of the heuristic 
approach to possibilistic clustering are considered, in the third section a labeling procedure for 
clustering results interpretation is described, in the fourth a numerical example of application of the 
proposed algorithm to the Anderson’s Iris data set are given. Some final remarks are also stated. 

1. Fuzzy clustering results and labeling problem 

The most widespread approach in fuzzy clustering is the optimization approach. Most optimization 
fuzzy clustering algorithms aim at minimizing an objective function that evaluates the partition of the data 
into a given number of fuzzy clusters. Objective function-based fuzzy clustering algorithms can in general 
be divided into two types: object versus relational.  

The object data clustering methods can be applied if the objects are represented as points in some 

multidimensional space )(1 XI
m . In other words, the data which is composed of n  objects and 1m  

attributes is denoted as ]ˆ[ˆ 1

1

t

imn xX =× , ni ,,1 Κ= , 11 ,,1 mt Κ=  and the data are called sometimes the two-way 

data [1]. Let },...,{ 1 nxxX =  is the set of objects. So, the two-way data matrix can be represented as follows:  
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So, the two-way data matrix can be represented as )ˆ,,ˆ(ˆ 11 m
xxX Κ=  using n -dimensional column 

vectors 1ˆ
t

x , 11 ,,1 mt Κ= , composed of the elements of the 1t -th column of X̂ . 

The traditional optimization methods of fuzzy clustering are based on the concept of fuzzy c -

partition [2]. The initial set },...,{ 1 nxxX =  of n  objects represented by the matrix of similarity coefficients, 

the matrix of dissimilarity coefficients or the matrix of object attributes, should be divided into c  fuzzy 

clusters. Namely, the grade liu , cl ≤≤1 , ni ≤≤1  to which an object ix  belongs to the fuzzy cluster lA  

should be determined. For each object ix , ni ,,1 Κ=  the grades of membership should satisfy the 

conditions of a fuzzy c -partition:  

 

1
1

=∑
=

c

l

liu , ni ≤≤1 , 10 ≤≤ liu , cl ≤≤1 .           (2) 
 

In other words, the family of fuzzy sets },,1|{)( ncclAXP l ≤==  is the fuzzy c -partition of the 

initial set of objects },...,{ 1 nxxX =  if condition (2) is met. Fuzzy c -partition )(XP  may be described with 

the aid of a partition matrix ][ linc uP =× , cl ,,1 Κ= , ni ,,1 Κ= . The set of all fuzzy c -partitions will be 

denoted by Π . So, the fuzzy problem formulation in cluster analysis can be defined as the optimization 
task 

Π∈
→

)( XP
extrQ  under the constraints (2), where Q  is a fuzzy objective function.  

The best known optimization approach to fuzzy clustering is the method of fuzzy c -means [3]. The 
FCM-algorithm is based on an iterative optimization of the fuzzy objective function, which takes the 
form: 

∑∑
= =

−=Τ
c

l

n

i

l

iliFCM xuPQ
1 1

2

),( τγ ,     (3) 
 

where liu , cl ,,1 Κ= , ni ,,1 Κ=  is the membership degree, ix , },,1{ ni Κ∈  is the data point, },,{ 1 cττ Κ=Τ  

is the set fuzzy clusters prototypes, and 1>γ  is the weighting exponent.  

The purpose of the classification task is to obtain the solutions )(XP  and cττ ,,1 Κ  which minimize 

equation (3). Some other similar objective function-based fuzzy clustering algorithms, such as the GK-
algorithm, are considered in [3–5] in detail.  

In order to be applying the found cluster prototype as classifiers, they need to be given reasonable 
names. One can then use these names as column titles of the membership matrix when using the recall 
function of the FCM-algorithm. This helps in the interpretation of the results. 

The process of assigning class names to cluster prototypes is called labeling. A labeling method for 
the fuzzy c -means method is to inspect the cluster prototypes and their respective membership values of 

the various attributes, and to assign a label manually. 

However, usually, it is already known when training a classifier which objects belong to which 
classes. This information can be taken into account to use so as automatic the fuzzy c -means labeling 

process. The corresponding labeling procedure is described in [6] in detail. The principal idea of the 
procedure is to present a sample of objects to the FCM-classifier whose class membership are known in 
the hard form of 0 or 1 values and have also been calculated by the procedure. By means of the given 
cluster membership values for each fuzzy cluster prototype, the fuzzy cluster prototypes can be associated 
with their respective classes. 

On the other hand, all objective function-based fuzzy clustering algorithms are iterative procedures 
and the initial fuzzy c -partition )(XP  is initialized randomly. So, coordinates of fuzzy clusters prototypes 

and values of membership functions will be different in each experiment for the same data set, because 
the result of classification is sensitive to initialization. Moreover, major objective function-based fuzzy 
clustering algorithms are need for using some validity measures [2] for determining the most “plausible” 
number c  of fuzzy clusters in the sought fuzzy c -partition )(XP . So, a problem of rapid automatic 

labeling is arises. 



 
292 

2. Basic concepts of the heuristic approach to possibilistic clustering  

Let us remind the basic concepts of the heuristic method of possibilistic clustering [7]. Let 
},...,{ 1 nxxX =  be the initial set of elements and ]1,0[: →× XXT  some fuzzy tolerance on X  with 

]1,0[),( ∈jiT xxµ , Xxx ji ∈∀ ,  being its membership function. Let α  be the α -level value of the fuzzy 

tolerance T , ]1,0(∈α . Columns or rows of the fuzzy tolerance matrix are fuzzy sets },...,{ 1 n
AA  on X . Let 

l
A , },,1{ nl Κ∈  be a fuzzy set on X  with ]1,0[)( ∈iA

xµ l , Xxi ∈∀  being its membership function. The α -

level fuzzy set { }XxαxµxµxA iiAiAi

l

α ll ∈≥= ,)(|))(,()(  is fuzzy α -cluster. So, ll

α AA ⊆)( , ]1,0(∈α , 

},,{ 1 nl
AAA Κ∈  and )( iA

xµ l  is the membership degree of the element Xxi ∈  for some fuzzy α -cluster 

l

αA )( , ]1,0(∈α , },,1{ nl Κ∈ . The membership degree will be denoted liµ  in further considerations. The 

membership degree of the element Xxi ∈  for some fuzzy α -cluster l
A )(α , ]1,0(∈α , },,1{ nl Κ∈  can be 

defined as a 
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li
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,        (4) 

where the α -level })(|{ αxµXxA iAi

l

α l ≥∈= , ]1,0(∈α  of a fuzzy set lA  is the support of the fuzzy α -

cluster l

αA )(  and value of α  is the tolerance threshold of fuzzy α -cluster elements. 

Let },...,{ )(
1

)(
n

αα AA  be the family of fuzzy α -clusters for some α . The point l

α

l

e Aτ ∈ , for which 

li
x

l

e µτ
i

maxarg= , l

αi Ax ∈∀ ,        (5) 

is called a typical point of the fuzzy α -cluster l

αA )( , ]1,0(∈α , ],1[ nl ∈ . A set },,{)( 1)(
l

l

ll

α ττAK Κ=  of typical 

points of the fuzzy cluster l

αA )(  is a kernel of the fuzzy cluster and ( ) lAKcard l

α =)( )(  is a cardinality of the 

kernel. If the fuzzy cluster have an unique typical point, then 1=l . 

Let }2,,1|{)( )( ncclAXR
l

α

α

z ≤≤==  be a family of fuzzy α -clusters for some value of tolerance 

threshold α , which are generated by a fuzzy tolerance T  on the initial set of elements },...,{ 1 nxxX = . If 

condition 

0
1

>∑
=

c

l

liµ , Xxi ∈∀ ,         (6) 

is met for all l

αA )( , cl ,1= , nc ≤ , then the family is the allotment of elements of the set },...,{ 1 nxxX =  

among fuzzy α -clusters }2,,1,{ )( ncclA
l

α ≤≤=  for some value of the tolerance threshold α . It should be 

noted that several allotments )(XRz

α  can exist for some tolerance threshold α . That is why symbol z  is 

the index of an allotment. 

Obviously, the definition of the allotment among fuzzy clusters (6) is similar to the definition of the 
possibilistic partition [8]. So, the allotment among fuzzy clusters can be considered as the possibilistic 
partition and fuzzy clusters in the sense of (4) are elements of the possibilistic partition. 

Thus, the problem of cluster analysis can be defined as the problem of discovering the unique 

allotment )(XRc

∗ , resulting from the classification process and detection of fixed or unknown number c  of 

fuzzy α -clusters can be considered as the aim of classification. 

Direct heuristic algorithms of possibilistic clustering can be divided into two types: relational 
versus prototype-based. A fuzzy tolerance relation matrix is a matrix of the initial data for the direct 
heuristic relational algorithms of possibilistic clustering and a matrix of attributes is a matrix for the 
prototype-based algorithms. These algorithms are described in [7] in detail. So, the matrix of 

memberships ][)( lic µXR =∗ , the value α  of the tolerance threshold and the set of kernels 

)}(,),({ )(
1

)(
c

αα AKAK Κ  are results of classification. The results will be constant in each experiment for the 

same data set, because the sought clustering structure of the set of objects is based directly on the formal 



 
293 

definition of fuzzy cluster and the possibilistic memberships are determined directly from the values of 
the pairwise similarity of objects.  

3. A labeling procedure 

The results obtained from heuristic algorithms of possibilistic clustering are stable. The set of 

kernels )}(,),({ )(
1

)(
c

αα AKAK Κ  and the set of labels },,1{ clabellabel Κ  are inputs for the procedure. We 

assume that a condition ( ) 1)( )( =l

αAKcard  is met for each kernel )( )(
l

αAK , cl ,1= . In other words, the set of 

typical points },,{ 1 cττ Κ  is given. So, the labeling procedure can be described as follows: 

 

Perform the following operations for each typical point lτ , cl ,1=  and each label mlabel , cm ,1= : 

1. Let 1:=l  and 1:=m ; 
2. Check the following condition: 

2.1 if lτ  corresponds to mlabel  then the label mlabel  is label for the typical point lτ  

      and go to step 3 else 1: += mm  and go to step 2; 
3. Check the following condition: 

3.1 if the typical point lτ  is labeled then 1+= ll  and go to step 2 else go to step 4; 
4. Check the following condition: 

4.1 if all typical points lτ , cl ,1=  are labeled then stop. 

 
So, the proposed procedure is fast and very simply. Finally, a label can be assigned to all objects, 

which correspond to the cluster. 

4. An illustrative example  

The Anderson’s Iris database [9] is the most known database to be found in the pattern recognition 
literature. The data set represents different categories of Iris plants having four attribute values. The four 
attribute values represent the sepal length, sepal width, petal length and petal width measured for 150 
irises. It has three classes Setosa, Versicolor and Virginica, with 50 samples per class. An example of the 
records in the database is presented in table 1.  

Table 1 
An example of the records in the Iris database  

Attributes 
Numbers 
of objects 

Sepal 
length 

Sepal 
width 

Petal 
length 

Petal 
width 

Labels 
of classes 

… … … … … … 

18 5.1 3.3 1.7 0.5 Setosa 

… … … … … … 

By executing the D-AFC(c)-algorithm [7] for 3=c  using the normalized Euclidean distance, we 

obtain that the typical point of the first class 1τ  is the object 23x , the typical point of the second class 2τ  is 

the object 95x , and the typical point of the third class 3τ  is the object 98x . The set of labels is 

},,{ VirginicaVersicolorSetosa . The result of application of the proposed labeling procedure to clustering 

results is summarized in table 2.  

Table 2 
Typical points of fuzzy clusters 

Numbers  
of clusters  

Numbers  
of objects 

Labels  
of classes 

1 23 Virginica 

2 95 Setosa 

3 98 Versicolor 

So, the interpreted result of the classification process is summarized in table 3, where misclassified 
objects are bolded.  
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Table 3 
Final results of the Iris data set processing  

Numbers of 
classes  

Labels of 
classes 

Numbers of objects 

1 Virginica 2, 4, 7, 9, 13, 15, 16, 17, 20, 21, 23, 24, 27, 32, 34, 35, 39, 41, 45, 46, 49, 
52, 57, 62, 73, 74, 75, 77, 80, 81, 82, 83, 89, 102, 104, 108, 110, 111, 122, 
123, 126, 127, 131, 132, 137, 146, 147, 148 

2 Setosa 1, 6, 10, 18, 26, 31, 36, 37, 40, 42, 44, 47, 50, 51, 53, 54, 55, 58, 59, 60, 
63, 64, 67, 68, 71, 72, 78, 79, 87, 88, 91, 95, 96, 100, 101, 106, 107, 112, 
115, 124, 125, 134, 135, 136, 138, 139, 143, 144, 145, 149 

3 Versicolor 3, 5, 8, 11, 12, 14, 19, 22, 25, 28, 29, 30, 33, 38, 43, 48, 56, 61, 65, 66, 69, 
70, 76, 84, 85, 86, 90, 92, 93, 94, 97, 98, 99, 103, 105, 109, 113, 114, 116, 
117, 118, 119, 120, 121, 128, 129, 130, 133, 140, 141, 142, 147, 150 

Conclusions 

The fast labeling procedure for interpretation of results of the data processing by using heuristic 
possibilistic clustering results is proposed. The procedure can be used for learning fuzzy inference 
systems, which are generated by using heuristic possibilistic clustering [7]. 
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The theoretical note introduces new parameters for relational heuristic algorithms of possibilistic 

clustering. These parameters can be used for elaboration of new for relational heuristic algorithms of 

possibilistic clustering. Classification problems are formulated and some preliminary conclusions are made. 

Introduction 

Determining a partition of given sample data is an important part in data analysis tasks. Clustering 
methods use a mathematical model based on similarity measure to determine a suitable partition of the 
data set. In fuzzy clustering the data is not only partitioned in a number of clusters, but each object is 
assigned a degree of membership for each cluster. 

Heuristic methods, hierarchical methods and objective function-based methods are main approaches 
in fuzzy clustering. In objective function-based clustering the mathematical model is stated in form of an 
objective function that evaluates the partition of data with respect to the membership degrees and the 
underlying similarity or dissimilarity measure. Different assumptions and constraints lead to a variety of 
basic clustering concepts. If the objective function is differentiable, necessary conditions for the 
membership degrees and other cluster parameters used in the distance or similarity measure can be 
derived in order to optimize the objective function. The resulting equations are then alternatively applied 
in an algorithm to determine the data fuzzy partition [1]. 

A possibilistic approach to clustering was proposed by Krishnapuram and Keller [2] and the 
approach can be considered as a special case of fuzzy approach to clustering because all methods of 
possibilistic clustering are objective function-based methods. On the other hand, constraints in the 
possibilistic approach to clustering are less strong than constraints in the fuzzy objective function-based 
approach to clustering and values of the membership function of a possibilistic partition can be considered 
as typicality degrees. So, the possibilistic approach to clustering is more general and flexible approach to 
clustering than the fuzzy approach. 

Objective function-based approach in fuzzy clustering is most common and widespread approach. 
However, heuristic algorithms of fuzzy clustering display low level of complexity and high level of 
essential clarity. Some heuristic clustering algorithms are based on a definition of the cluster concept and 
the aim of these algorithms is cluster detection conform to a given definition. Such algorithms are called 
algorithms of direct classification or direct clustering algorithms. A heuristic approach to possibilistic 
clustering is proposed in [3]. 

The main purpose of this short note is a proposition of new parameters for heuristic algorithms of 
possibilistic clustering. For the purpose, the heuristic approach to possibilistic clustering is described in 
brief, basic definitions of the approach are considered, new parameters of classification are introduced and 
classification tasks are formulated, and preliminary conclusions are stated.  

1. A heuristic approach to possibilistic clustering  

The essence of the heuristic approach to possibilistic clustering is that the sought clustering 
structure of the set of observations is formed based directly on the formal definition of fuzzy cluster and 
possibilistic memberships are determined also directly from the values of the pairwise similarity of 
observations. A concept of the allotment among fuzzy clusters is basic concept of the approach and the 
allotment among fuzzy clusters is a special case of the possibilistic partition. 

Direct heuristic algorithms of possibilistic clustering can be divided into two types: relational 
versus prototype-based. A fuzzy tolerance relation matrix is a matrix of the initial data for the direct 
heuristic relational algorithms of possibilistic clustering and a matrix of attributes is a matrix of the initial 
data for the prototype-based algorithms. In particular, the group of direct relational heuristic algorithms of 
possibilistic clustering includes 
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• D-AFC(c)-algorithm: using the construction of the allotment among given number c  of partially 

separate fuzzy clusters; 

• D-PAFC-algorithm: using the construction of the principal allotment among an unknown minimal 
number of at least c  fully separate fuzzy clusters; 

• D-AFC-PS(c)-algorithm: using the partially supervised construction of the allotment among given 
number c  of partially separate fuzzy clusters. 

 
On the other hand, the family of direct prototype-based heuristic algorithms of possibilistic 

clustering includes 
 

• D-AFC-TC-algorithm: using the construction of the allotment among an unknown number c  of 
fully separate fuzzy clusters;  

• D-PAFC-TC-algorithm: using the construction of the principal allotment among an unknown 
minimal number of at least c  fully separate fuzzy clusters;  

• D-AFC-TC(α)-algorithm: using the construction of the allotment among an unknown number c  

of fully separate fuzzy clusters with respect to the minimal value α  of the tolerance threshold.  

 
It should be noted, that these prototype-based heuristic algorithms of possibilistic clustering are 

based on the transitive closure of initial fuzzy tolerance. New direct prototype-based heuristic algorithms 
of possibilistic clustering were proposed in [4] and the family of algorithms is based on the transitive 
approximation of fuzzy tolerance [5]. 

2. Basic concepts of the heuristic approach to possibilistic clustering  

Basic concepts of the heuristic method of possibilistic clustering [3] must be reminded before 
introducing new parameters of classification.  

Let },...,{ 1 nxxX =  be the initial set of objects. Let T  be a fuzzy tolerance on X  and α  be α -level 

value of T , ]1,0(∈α . Columns or lines of the fuzzy tolerance matrix are fuzzy sets },...,{ 1 nAA . Let 

},...,{ 1 nAA  be fuzzy sets on X , which are generated by a fuzzy tolerance T . The α -level fuzzy set 

})(|))(,{()( αµµα ≥= iAiAi

l xxxA ll , ],1[ nl ∈  is fuzzy α -cluster or, simply, fuzzy cluster. So ll AA ⊆)(α , 

]1,0(∈α , },,{ 1 nl AAA Κ∈  and liµ  is the membership degree of the element Xxi ∈  for some fuzzy cluster 
lA )(α , ]1,0(∈α , ],1[ nl ∈ . Value of α  is the tolerance threshold of fuzzy clusters elements. 

The membership degree of the element Xxi ∈  for some fuzzy cluster lA )(α , ]1,0(∈α , ],1[ nl ∈  can 

be defined as a 
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where an α -level })(|{ αµα ≥∈= iAi

l xXxA l , ]1,0(∈α  of a fuzzy set l
A  is the support of the fuzzy cluster 

lA )(α . So, condition )( )(
ll ASuppA αα =  is met for each fuzzy cluster lA )(α , ]1,0(∈α , ],1[ nl ∈ . Membership 

degree can be interpreted as a degree of typicality of an element to a fuzzy cluster. 

Let T  is a fuzzy tolerance on X , where X  is the set of objects, and },...,{ )(
1

)(
n

AA αα  is the family of 

fuzzy clusters for some ]1,0(∈α . The point ll

e Aατ ∈ , for which 

    li
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e
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µτ maxarg= , l

i Ax α∈∀ ,        (2) 

is called a typical point of the fuzzy cluster lA )(α , ]1,0(∈α , ],1[ nl ∈ . A fuzzy cluster lA )(α  can have several 

typical points. That is why symbol e  is the index of the typical point. 
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Let ]}1,0(,2,,1|{)( )()( ∈≤≤== αα
α

ncclAXR
l

zc  be a family of fuzzy clusters for some value of 

tolerance threshold α , ]1,0(∈α , which are generated by some fuzzy tolerance T  on the initial set of 

elements },...,{ 1 nxxX = . If a condition 
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>∑
=

c

l

liµ , Xxi ∈∀         (3) 

is met for all fuzzy clusters )()()( XRA zc

l α
α ∈ , cl ,1= , nc ≤ , then the family is the allotment of elements of 

the set },...,{ 1 nxxX =  among fuzzy clusters }2,,1,{ )( ncclA
l ≤≤=α  for some value of the tolerance 

threshold α . It should be noted that several allotments )()( XR zс

α  can exist for some tolerance threshold α . 

That is why symbol z  is the index of an allotment. 

Allotment ]}1,0(,,1|{)( )( ∈== αα
α

nlAXR
l

I  of the set of objects among n  fuzzy clusters for some 

tolerance threshold ]1,0(∈α  is the initial allotment of the set },...,{ 1 nxxX = . In other words, if initial data 

are represented by a matrix of some fuzzy T  then lines or columns of the matrix are fuzzy sets XA
l ⊆ , 

nl ,1=  and α -level fuzzy sets l
A )(α , cl ,1= , ]1,0(∈α  are fuzzy clusters. These fuzzy clusters constitute an 

initial allotment for some tolerance threshold α  and they can be considered as clustering components. 

If some allotment ]}1,0(,,,1|{)( )()( ∈≤== αα
α

ncclAXR
l

zс  corresponds to the formulation of a 

concrete problem, then this allotment is an adequate allotment. In particular, if a condition 
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α , )()( XRA z

l α
α ∈∀ , ]1,0(∈α , cXRcard z =))(( α ,     (4) 

and a condition 

  wAAcard ml ≤∩ )( αα , ml AA )()( , αα∀ , ml ≠ , ]1,0(∈α ,                (5) 

are met for all fuzzy clusters l
A )(α , cl ,1=  of some allotment },,1|{)( )()( ncclAXR

l

zс ≤== α
α  for a value 

]1,0(∈α , then the allotment is the allotment among partially separate fuzzy clusters. 

Allotment },1|{)( )( clAXR
l

P == α
α  of the set of objects among the minimal number c , nc ≤≤2  of 

fully separate fuzzy clusters for some tolerance threshold ]1,0(∈α  is the principal allotment of the set 

},...,{ 1 nxxX = . 

Several adequate allotments can exist. Thus, the problem consists in the selection of the unique 

adequate allotment )(XRc

∗  from the set B  of adequate allotments, )}({ )( XRB zc

α= , which is the class of 

possible solutions of the concrete classification problem. The selection of the unique adequate allotment 

)(XRc

∗  from the set )}({ )( XRB zc

α=  of adequate allotments must be made on the basis of evaluation of 

allotments. The criterion 
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where c  is the number of fuzzy clusters in the allotment )()( XR zс

α  and )( l

l Acardn α= , )()()( XRA zc

l α
α ∈  is the 

number of elements in the support of the fuzzy cluster l
A )(α , can be used for evaluation of allotments. 

Maximum of criterion (6) corresponds to the best allotment of objects among c  fuzzy clusters. So, the 

classification problem can be characterized formally as determination of the solution )(XRc

∗  satisfying 

    )),((maxarg)( )(
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α
XRFXR zc

BXR
c

zc ∈

∗ = .       (7) 

The problem of cluster analysis can be defined in general as the problem of discovering the unique 

allotment )(XRc

∗ , resulting from the classification process. 
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3. Parameters of classification 

The number of classes c  in an allotment can be unknown a priori. So, a problem of detecting the 

unique allotment among unknown number c  of fuzzy clusters may arise. On the other hand, though, some 
other information about either classification nature or properties of classes can be known a priori. Let us 
consider in detail parameters of classification. 

Firstly, a cluster is a non-empty set of elements. So, an analyst can determine the maximal number 
u  of elements in a fuzzy cluster. If nu <≤1  is a maximal number of elements in a fuzzy cluster, then 

unl ≤≤1 , cl ,1=∀ , where )( l

l Acardn α= , ( )ll ASuppA )(αα =  for each fuzzy cluster lA )(α , cl ,1= , ]1,0(∈α . So, 

parameter u  can be considered as the parameter that controls cluster sizes. This natural idea was 

developed for the FCM-algorithm by Miyamoto, Ichihashi and Honda [6].  

Secondly, the minimal value of the tolerance threshold can be determined a priori, so that 

allotments ]}1,0(,,,1|{)( )()( ∈≤== αα
α

ncclAXR
l

zс  are constructed for every α , ]1,ˆ[αα ∈ , where α̂  is the 

tolerance threshold, estimated by the analyst.  

Thirdly, the maximal number ŵ , nw <≤ ˆ0  of elements in the intersection area of fuzzy clusters can 
be considered as a parameter of a direct algorithm of possibilistic clustering. So, the condition (5) can be 
rewritten as follows: 

wAAcard ml
ˆ)( ≤∩ αα , lA )(α∀ , mA )(α , ml ≠ , ]1,0(∈α .       

(8) 

Thus, ŵ  can be considered as the parameter that controls cluster overlapping. 
So, the classification problem formulation depends on the parameters of classification and these 

parameters are determined for a problem of classification in a concrete case. The criterion (6) does not 
depend directly on the parameters. The class of possible solutions of the classification problems depends 
on the parameters in a concrete case and a unique allotment must be selected from the class on the basis of 
the criterion (6) for every allotment from the class.  

Thus, classification problems can be formulated as follows: 
1. Detection of an unknown number c  of partially separated fuzzy clusters with given maximal 

number of elements nu <≤1  in every class can be considered as the aim of classification. 

2. Constructing the allotment )(XRc

∗  among unknown number c  of fully separate fuzzy clusters 

with respect to the given minimal value α̂  of tolerance threshold can be considered as the aim of 
classification. 

3. Detection of an unknown number c  of partially separated fuzzy clusters such that the number of 

elements in the intersection area of any pair of fuzzy clusters is less than a priori given value ŵ  can be 

considered as the purpose of the classification process. 

That is why relational heuristic algorithms of possibilistic clustering which are corresponding to the 
problem of classification can be developed. 

Conclusions 

New parameters of relational heuristic algorithms of possibilistic clustering are proposed in the 
paper. These parameters are theoretical backgrounds for elaboration of new relational heuristic algorithms 
of possibilistic clustering. 

These perspectives for investigations are of great interest both from the theoretical point of view 
and from the practical one as well. 
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USE OF COLOR CHARACTERISTICS AND GRADIENT FIELD DATA  

IN DISPARITY MAP BUILDING PROCESS 

 
A. Volkovich 

United Institute of Informatics Problems of the NAS of Belarus, Minsk 
e-mail: anvolkovich@gmail.com 

The article discovers the problem of constructing disparity maps for three-dimensional scene 

reconstruction. The transition to the three-dimensional metric of pixels similarity is considered. The use of the 

gradient operator to search for and filter uninformative image areas is investigated. 

Introduction 

The problem of the depth reconstructing on the base of several images captured at the same time, is 
extremely important and necessary for many applications. One of the areas of practical application is the 
3D-reconstructing of the object on its images taken from different angles. This fundamental problem of 
many researches in computer graphics, but also in cognitive science and neuroscience.  

1. Algorithmic model of systems of three dimensional reconstruction 

At the present stage of technological development, the industry offers a wide range of standard 
high-resolution digital and 3D cameras. Manufacturers of optical systems also offer a large variety of 
lenses with different characteristics and for various purposes that meet the above guidelines.  

In developing an artificial system, the processing of binocular information performed by the human 
brain is implemented as a software-algorithmic system. At the present stage of development of computer 
vision systems, two approaches to obtain three-dimensional information from several images can be 
discussed. 

The first approach uses characteristic features of depicted objects (object boundaries, corner points, 
etc.). A disadvantage of this approach is the limited number of points for which the three-dimensional 
structure is reconstructed. This method gives acceptable results in the case of reconstruction of objects 
having quite simple forms (architectural scenes, etc.). In the case of more complex objects, this method 
does not provide the necessary level of detail for highly realistic models; it is used in preparing images for 
processing by algorithms for the construction of a dense disparity map. 

The second approach is based on the use of dense disparity maps and makes it possible to find for 
each point of the image the corresponding point in the second image or to determine that there are no 
corresponding pairs. 

In general, the three-dimensional model reconstruction from two images can be represented in the 
following steps: 

1. Determination of a number of corresponding points in images. This step can be performed both 
manually and automatically. Corresponding points allow us to compute the fundamental matrix which 
describes the geometry of the image pair. 

2. There are a number of ways (seven-point algorithm, eight-point algorithm, etc.) to obtain the 
fundamental matrix, which in turn provides information that helps to limit the search range for conjugate 
points, reducing it to a search along a straight line, as well as to convert (rectify) the image to enhance 
search efficiency. 

3. Rectification (straightening) of the image based on the fundamental matrix. The straightening of 
images provides a simpler epipolar geometry of a pair of images, which is subsequently used by many 
algorithms to construct dense disparity maps for a more efficient search for conjugate points. In rectified 
images, all epipolar lines all are parallel to the abscissa and the corresponding epipolar lines have the 
same ordinates.  

4. In order to straighten a pair of images, the projective transformation is applied to each them. 
Since the pair of rectifying transformation is not uniquely determined, projective transformations are 
selected to minimize the introduced projective distortions. For this purpose, known conjugate points can 
be used in image rectification methods along with the fundamental matrix. 

5. Construction of the disparity map. In computer vision, disparity means displacement of an 
image point relative to the corresponding reference image point.  
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6. As a result, a set of conjugate points covering most points of the image is formed, which makes 
it possible to obtain a fairly detailed model. Some methods of constructing a dense disparity map make it 
possible to take into account known conjugate points. The reconstruction accuracy largely depends on this 
step, since the basic set of pairs of conjugate points is formed there. 

7. Triangulation. This stage involves determining the coordinates of points in space from 
information on cameras and known corresponding conjugate points. Note that triangulation can be 
performed according to a number of methods, including basic ones, that make is possible to create a 
virtual model (closer--farther) and sophisticated techniques that provide metric reconstruction. 

The sequence of steps described above is not compulsory nor universal. The appearance of 3D 
cameras on the market made it possible to obtain pairs of images perfectly coordinated over the abscissa 
and thereby eliminated the need for image straightening. The case of creation of a relational model based 
on preliminarily aligned source data does not require adhering to the actual metric parameters, which also 
makes it possible to exclude the phase of search for conjugate points. 

2. Reconstruction of volume information on stereo images 

The main stage of constructing a three-dimensional model is the task of matching point searching 
on the two rectified images (drawing a map of disparity). In this case the disparity can be understood as 
the pixel offset of one image point relative to its corresponding point on the other. 

Disparity map building is a complex computational problem. The problem of correspondence 
search completely unresolved. There is a wide range of functions used to determine the similarity measure 
regions, but as a commonly used input brightness information (monochrome image processing.) The 
disadvantage of this method is that the multiplicity of interpretations of colors for the image points with 
the same value of brightness. Thus, in order to improve the adequacy of search results matching seems 
possible to use color component image pixels. In addition, there is a problem processing homogeneous 
areas of images that have a small amount of information needed to determine the correspondence between 
the points of stereo images. Hence the need for a system which allows itself to change the size of a 
scanning window or screen out non-informative area. 

3. The use of color characteristics in corresponding point searching 

In world practice, when working with images in stereo recostruction problems, only intensity 
information is usually used as a criterion for comparing image points. A disadvantage of this approach is 
the multiplicity of interpretations of colors for points with the same intensity value. In addition, 
nonuniformity in the perception of color and monochrome images should be taken into account. This 
feature is considered in methods of image color model degradation to 256 shades of gray by introducing 
coefficients applied to the appropriate channels. 

Given that most images are originally created in color by a color sensor, in order to enhance the 
effectiveness of the project, the authors modified the algorithm to enhance its color information processing. 

When moving to three components, images can be represented as "clouds" of points in the three-
dimensional space with the axes corresponding to color channels of the image. However, the RGB space 
is not orthogonal because of the specificity of the human's visual analyzer, which has a different number 
of rods and cones sensitive to a particular color. 

Since Euclidean distance, which is applicable to the orthogonal systems, is used as a measure for 
comparing points in the three-dimensional space, the RGB space should be orthogonalized into the XYZ 
space. The representation of basic RGB colors as recommended by ITU in the XYZ space is as follows: 
 

Red: x = 0,64y = 0,33; 
Green: x = 0,29y = 0,60; 
Blue: x = 0,15y = 0,06. 

After reduction of spaces, operations used in the case of orthogonal systems can be applied to the 
points. 

Thus the measure of similarity of points can be represented as 
 

2 2 22
2 1 2 1 2 1( ) ( ) ( ) ,L X X Y Y Z Z= − + − + −  

where Xn,Yn,Zn – are the respective components of compared points. 
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The maximum length of the vector in the space constructed for the 8-bit color channel is about 441 
units, which in terms of informativeness is 1.7 times higher than the comparison of points in a halftone 
representation of the image with a maximum distance between points of 256 units. In turn, after transition 
to the color comparison measure, the number of unique values describing points increases by 65 000 times 
in comparison to monochrome. 

Numerical experiments showed a significant improvement in the adequacy of reconstruction by the 
modified algorithm, which makes it possible to more clearly define the boundaries of objects with similar 
visual characteristics, objects that visually blend into the background, and objects with fine details. 

In turn, there is still the problem of processing of image areas that are not in focus, objects with 
large homogeneous regions, and an infinitely distant object (for example, the sky). Such image areas have 
practically no discontinuities (jumps) in intensity that carry the maximum amount of information used in 
image processing. Obviously, the problem of finding such areas arises. This will make it possible to 
exclude uninformative areas from processing and, hence, to reduce the number of errors and iterations of 
the algorithm. 

4. Use of a gradient operator to filter out uninformative areas and search-window  

size determination 

Despite an increase in the range of values being compared by using color information remains a 
problem processing portions of images that are not in focus, objects with large homogeneous regions, as 
well as infinitely distant objects (such as the sky). Such image area have practically no discontinuities 
(swings) in the brightness, which in turn carry the maximum amount of information used in image 
processing. This obviously arises the problem of finding sites that will exclude uninformative treatment 
area and thus reduce the number of errors and the number of iterations.In order to classify a point located 
on the intensity jump, the variation in intensity associated with this point should be significantly greater 
than the intensity variation at the background point. Due to the nature of local computations, the method 
of determining "significant" values consists in establishing a threshold. In turn, the concept of the first and 
second derivatives is used to quantify intensity variations. 

Determination of the image point as the intensity jump occurs if its two-dimensional derivative of 
the first order exceeds a predetermined threshold. In accordance with a predetermined connectivity 
criterion, the connected set of such points is the intensity jump and the prolonged intensity jump is the 
contour. 

One approach to connecting points of the contour is analysis of the characteristics of pixels within a 
small neighborhood (3 × 3 or 5 × 5) of each point (x, y) of the image that has been marked as a contour 
point (jump point). All points that are similar according to some predefined criteria are connected and 
form a contour consisting of pixels which satisfy these criteria. In this analysis, the following two main 
options for establishing the similarity of contour pixels are used, i.e., the gradient operator response and 
the direction of the gradient vector. 

Calculation of the first derivative of the digital image is based on different discrete approximations 
of a two-dimensional gradient. The direction of the vector gradient coincides with the direction of the 
maximum rate of change in function f at point (x, y). 

В Calculation of the image gradient consists in obtaining partial derivatives dxdfGx /=  and 

dydfGy /=  for each point. One method of finding the first partial derivatives Gx and Gy at a particular 

point consists using the following Sobel gradient operator: 

( 7 2* 8 9) ( 1 2* 2 3)Gx z z z z z z= + + − + +  

( 3 2* 6 9) ( 1 2* 4 7).Gy z z z z z z= + + − + +  
 

For the Sobel operator, which detects horizontal and vertical contours (intensity jumps), it is 
necessary to determine the appropriate masks for convolution with the original image. It is also possible to 
change the given formulas so that they provide the maximum response for diagonally directed contours. 
The sum of coefficients of each mask is zero, so these operators will give a zero response in constant 
intensity areas, which is characteristic of a differential operator. 

Processing of the image by the gradient operator, as well as subsequent binarization of the results, 
makes it possible to construct the map of calculations. 
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In most cases occurring in practice, the Sobel operator is applied to a monochrome version of the 
image. However, as mentioned above, conversion of the color model can distort data in informative areas. 
Therefore, the authors proposed to process each color channel and their ensemble by the Sobel operator 
when constructing the map of calculations. 

Map computations can be used for image processing using dynamic scanning windows. This 
process is based on the gradual increase of the window size in the event that it is scanned in the area is 
insufficient information. 

This approach reduces the number of processing errors homogeneous areas, however it should be 
noted that as the window size is a "swelling" of the boundaries of the object which occurs when a window 
size 50x50, which distorts the real shape of the object. 

Also note averaging the comparison result based on the specific areas of the functions of similarity 
measures, leading to a reduction in the processing efficiency when the number of pixels in the scanning 
window begins to exceed the dimension of the range of possible values X Y of the similarity function. 

Thus, we can say that it is possible to automatically determine the dimensions of the window in a 
range that is determined by the bit depth input data based on the requirements of inequality for the 
converted XYZ color space: 

2

2 2

((max( ) min( )) ((max( )
,

min( )) ((max( ) min( ))
scan

X X Y
S

Y Z Z

− + −
≤

− −
 

where scanS
 
– area scanning window; 

 Z)… Y … (Xmax  – maximum value of the component; 

 Z)… Y … (Xmin  – minimum possible value of the component. 

In the case where the dimension of the window does not reach the maximum possible "brought 
together" value in the scanned area sufficient information should make this point screening, due to the fact 
that information about its position in the space is ambiguous. 

Sifting of uninformative areas during computer simulation made it possible to reduce the number of 
errors in the disparity map and processing time by 20% (including calculation time of local gradient 
values) compared with the full processing of 860 000 image points. 

Conclusion 

Investigations in the field of automatic construction of 3D models of real world objects has led to 
the need to find means of improving the quality of constructing disparity maps. In the course of 
investigations, the transition to the three-channel metric used to create matching fields in the construction 
of disparity maps was carried out. Research was also conducted in the field of searching for uninformative 
areas of images and preliminary sifting of original data leading to obviously erroneous results of 
calculations. 

The set of proposed approaches in conjunction with the actual implementation of the method on a 
personal computer using GPGPU can contribute to the further development of research in the area of 
improving the quality of stereo processing in computer vision tasks of real or near-real time. 
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GENERAL COVERING ALGORITHM IN SOFTWARE SYSTEM FOR INPUT DATA 

PREPARATION FOR SINGLE-BEAM VLSI LAYOUT GENERATOR 
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A new software application and algorithm for an automated system of input data preparation of 

integrated circuit layout generator are proposed. A problem of covering polygons with rectangles is 

considered. The rectangles must lie entirely within the polygon and it is preferable to cover the polygon with 

as few rectangles as possible. Functions and a structure of the software are described and given some 

examples of data processing.  

Introduction 

There is a problem of formation of layout structures on metallized photo masks by manufacture of 
integrated circuits, photo-electric converters, LC-indicators, and also many other microelectronic devices 
[1]. These structures are formed with the help of layout generators. The layout generator builds an 
integrated circuit (IC) layout on a photo mask from type-setting elements. The type-setting element 
represents a rectangle. Creation any images of layout structures by means of the generators demands 
preliminary decomposition of the description of these structures on a set of the rectangles. Thus the number 
of the rectangles that enclose into the set should be minimal or close to minimal and each rectangle in this 
set would satisfy to limitations on the sizes. An input information for the generator is formed as the set of 
rectangles. There are a lot of the automated systems [1, 2, 4–15] of input data preparation for IC layout 
generators; however they are focused on a limited class of layout objects. For example CATS is a highly 
scalable and flexible software application that transcribes complex design data into machine readable 
instructions for e-beam and laser machines used for a pattern generation and manufacturing of IC, MEMS, 
TFT-LCD, TFH, photonics, and biochip products. CATS has installations in virtually every photomask 
manufacturing facility worldwide, and is the de facto standard for mask manufacturing, inspection, 
metrology, and direct-write-on-wafer. But new versions of CATS software do not support an input data 
format for equipment EМ-5109 and EМ-5009A2. 

A new algorithm and a software system for an automated system of input data preparation for IC 
layout generator are proposed in this paper. The system realizes multiple document interfaces and uses step-
by-step output mode on the screen elements of the found covering. Also there are some specific capabilities 
in the system that makes a development and an implementation of algorithms for covering more easily. The 
software system enables to work with a layout description in GDS II format. 

1. Layout Decomposition 

Different tasks are solved during the input data preparation for IC layout generators, but the main of 
these ones is layout decomposition or covering layout by rectangles (fig.1). 

The decomposition (covering) task is solved for each contour of input data, i.e. a performance of 
each of these contours as a set of the rectangles is found. Thus each rectangle should satisfy to the given 
restriction on the minimal length of its side. Special and universal algorithms are used for the decision of a 
problem of the given stage. Special algorithms solve the covering task of circles, rings, bus-bars and 
triangles. The universal algorithm solves the covering task of any polygon given by one or several 
contours. The proposed algorithm is heuristic. It does not guarantee that the received subset of rectangles 
covers the given contour. Therefore after a reception of the set of the rectangles for covering the task of 
correctness analysis of this set is solved. For this purpose the rectangles are united in one simply 
connected contour or a multiply connected contour. If this generated union of the rectangles is the simply 
connected contour the received covering is correct turns out. If the resulting contour is multiply connected 
the covering is not correct. Non correct covering is supplemented with the rectangles so that it becomes 
correct. The obtained sets of rectangles are added in the covering. The prepared input data for IC layout 
generator you can see on fig.2. Covering task realized not only in our system but also in CATS FLAT 
Fracturing [4], but the proposed algorithm uses a stage of the covering analysis of correctness due to a 
special algorithm, that guarantees the correctness of covering.  
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Further the optimum sequence of the rectangles is founded on the obtained covering set. 
This sequence is coded using a protocol of an input language for the appropriate IC layout generator. Such 
task is solved also by software application PG Output Format [4], but a new version of this application 
does not support GI EМ-5109 and GI EМ-5009 A2, and our application optimizes input data for such 
generators. 

Thus a number of the rectangles that are enclosed into the result set of rectangles should be minimal 
or close to minimal, and each rectangle in this set should satisfy to limitations on its sizes. A number of 
intersections between the rectangles might also be minimized as well as a time for finding covering [8].  

The main goal of the software system is to obtain information about input layout patterns in an 
image format of the generator. The option «Conv» is used to convert graphic images from internal text 
format into formats MUL, BIT, or PAT, which are an input for layout laser generators EМ-5109 and EМ-
5009A2. To increase the speed up of photomasks production for the generator, all the elements are sorted 
on a rotation, because a rotary mechanism in generator type EM-5009A2 is slow. 

 

 
Fig. 1. The result of visualization of output data after covering 

One by one we put a description of each rectangle and cover the rectangles by the elements 
corresponding to the size of an image generator diaphragm (the sizes are from 1 to 300 microns). It is also 
necessary to determine the type of generator for which information is being prepared (EМ-5009 A2 or 
EМ-5109), since the accuracy of the final covering for layout patterns is dependent from the 
corresponding parameters of image generators. Thus, an error in representation of acute angles and other 
different elements of the topology is determined by the size of the minimum window of an aperture for 
image generator. A layout precision must be less than 1 discrete coordinate table (0.125 microns for 
generator EM-5109 and 0.25 microns for EM-5009A2). 

2. General Algorithm and Implementation 

The task described above is realized as a set of the appropriate subroutines which are integrated in 
specially developed visualization system «Polygon». This system essentially facilitates a designer work. It 
allows executing complex (transparent) layout designing and the analysis of intermediate results. System 
Polygon realizes the multiple document interfaces and consists of a main window, a menu, a set of 
floating tool bars and affiliated windows opened as necessary.  

Different kind of algorithms is realized in the system, here we describe covering algorithm with 
analysis stage. Some definitions for the algorithm description are given below. 

A line segment is a part of a line, if it is bounded by two end points and contains every point on the 
line between its end points. Examples of the line segments include the sides of a triangle or a square. In 
geometry a polygon is a flat shape consisting of straight lines that are joined to form a closed chain or a 
circuit. A polygon is a plane figure that is bounded by a closed not crossed itself path, composed of a 
finite sequence of straight line segments (i.e., by a closed polygonal chain). These segments are called as 
their edges or sides, and the points where two the edges meet are the polygon's vertices or corners. The 
simple polygon is single connected if the boundary of the polygon is single and does not cross itself.   
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Multiply connected polygon W is a plane figure that is bounded by a closed polygonal chains L1, L2, 
..., Lg. L1 is called a main or ground closed polygonal chain and L2, ..., Lg  are also called contour-cuts. 
Multiply connected polygon defines the point of the plane located on the borders of representing its 
contours, as well as the point of the plane inside the main closed polygonal chain, but not inside the 
contour-cuts. A rectangle belongs to a polygon, if any point of the plane  located within or on the border 
of this rectangle is inside or on the boundary of a multiply connected polygon. The rectangle is h-
allowable if the length of any of the parties is not less than some value h, where h is non-zero positive real 
number. The point of the plane r located inside or on the boundary of the polygon is called the h-covered 
if there is h-allowable rectangle that belongs to this polygon and the point r lies on the border or inside the 
rectangle. In the polygon containing acute inside corners, there may be a point located near the acute 
internal angles, which are not covered by h-allowable rectangles. Moreover, the point of the plane located 
at the apex of an acute angle  is not covered by h-allowable rectangles for any quantity. 

A covering of a polygon means a set of multiply h-allowable rectangles satisfying the following 
conditions: 1) every rectangle of a given covering set belongs to multiply connected polygon, 2) for every 
h-coverable point r from multiply connected polygon there is at least one rectangle such that the point r 
lies on the border or inside the rectangle. In this paper we consider the following problem: we must found 
a correct covering for multi connected polygon W that consists of a minimum or close to the minimum 
number of h-allowable rectangles.  

Example 1. Let’s consider a multiply connected polygon W shown in fig. 3. This polygon is given 
by the main closed polygonal chain L1 and two contour-cuts L2, L3. The main closed polygonal chain L1 is 
the following sequence of vertices defined by its coordinates (2, 2), (2, 12), (7, 12), (9, 10), (9, 9), (7.5, 
7.5), (9, 6), (9, 4), (7, 2). Contour-cuts L2, L3 are defined by sequences of vertices respectively: (4, 8), (4, 
11), (6, 11), (7, 10), (7, 9), (6, 8);(4, 3), (4, 7), (6, 7), (7, 6), (7, 4), (6, 3).  

The covering algorithm consists of two stages: construction a previous covering, an analysis this 
covering on correctness to find holes in covering. Then a special algorithm covers uncovered holes and 
finds correct covering or an entrance sequence for laser generators. 

First stage. Finding previous covering.  
The rectangles are constructed on the base of the sides multiply connected polygon. The sides of 

polygon get over consistently and for every side of the polygon we construct one or more rectangles for 
previous covering using the special rules. Result of covering you can see on fig. 3, b. 

Analysis of the previous covering on correctness. 
The above algorithm (at the first stage) for solving the covering problem is heuristic. It’s mean that 

we can’t guarantee a valid solution of the covering task. Feature of the previous covering proposed above 
is that to each side of a multiply connected polygon adjoins one or more rectangles from covering. 
Exceptions are small areas in sharp internal corners and new contour-cuts added after previous covering. 
This areas in sharp internal corners can’t contain h-covered points. Therefore uncovered regions of a 
multiply connected polygon after previous covering (except regions that do not contain h-covered points) 
are the inner regions of the polygon. These internal uncovered regions are the contour-cuts. Farther, these 
contours-cuts will be called added after previous covering. In the next example previous covering is 
incorrect.  

Example 2. On fig. 2, a shows a multiply connected polygon and on fig. 2, b its previous covering 
after first stage. Obtained covering is incorrect, since it contains two non-covered holes. Then used my 
algorithm for the analysis previous covering on correctness and find added after previous covering 
contours-cuts. After analysis we cover contour-cuts added in a result of previous covering by rectangles 
[16] on fig. 2, c. 

 

   
a)                                          b)                                                        c) 

Fig. 2. Covering а) input polygon; b) covering after first stage; c) covering after analysis 



 
308 

This general covering algorithm implemented in system and display good results (table) you can 
see processing result for this algorithm on generator EM-5109, EM-5009A2, ЕМ-5009М with minimum 
size 1,2 and 4 micron respectively. 

So for 58 % of the polygons previous covering proved correct. As a rule, in orthogonal polygons 
number of rectangles in covering approximately 2 times less than the number of vertices in the original 
polygon. This is due to the fact that in the implemented algorithm with previous-covering, added a special 
optimization procedure. According to this procedure we build next rectangle only on the base of segment 
that is not a side of previously found rectangles. If the input polygon is similar to the bus chip, the 
resulting covering contains the same number of rectangles as the vertices in the input polygon. The table 1 
shows that the number of uncovered at the first step of searching previous covering contour-cuts are 
usually constant and does not depend on the minimum size, except only contact bus bar with non-smooth 
track edges. Increasing the number of rectangles in the covering, usually associated with the complexity 
of the original polygons: the presence of circular arcs and sharp corners or defects in bus chip. For 
orthogonal polygons and polygons close to them, which allowed the angles of 45°, the correct covering is 
formed on the first stage of the covering (the number of rectangles in the resulting coverage is the number 
of rectangles in the previous covering). For orthogonal polygons, the number of rectangles resulting 
covering is independent of the minimum size. For arbitrary polygons that contain sharp edges number of 
the resulting rectangles in covering depends on the applied value of the minimum legal size. With the 
increase of minimum size decreases the number of rectangles in the resulting covering, which is natural, 
since the cover sharp corners requires a smaller number of rectangles.  

Results of data processing 

The number  
of rectangles in the 
previous covering 

The number  
of added holes 

The resulting 
number  

of rectangles in 
covering 

№ 

The number  
of vertices 

in the 
original 
polygon 

1 
um 

2 
um 

4 
um 

1 
um 

2 
um 

4 
um 

1 
um 

2 
um 

4 
um 

Characteristics of the 
original polygon 

1 100 42 42 42 2 2 2 42 42 41 arc 

2 65 74 72 72 0 0 0 74 72 72 arc 

3 97 104 104 103 0 0 0 104 104 103 arc 

4 130 146 144 144 0 0 0 146 144 144 arc 

5 50 58 58 56 0 0 0 58 58 56 arc 

6 66 74 72 72 0 0 0 74 72 72 arc 

7 98 104 104 103 0 0 0 104 104 103 arc 

8 50 58 58 56 0 0 0 58 58 56 arc 

9 100 104 104 103 0 0 0 104 104 103 arc 

10 24 24 24 24 0 0 0 24 24 24 arc 

End of the table 

The number  
of rectangles in the 
previous covering 

The number  
of added holes 

The resulting 
number  

of rectangles in 
covering 

№ 

The number  
of vertices 

in the 
original 
polygon 

1 
um 

2 
um 

4 
um 

1 
um 

2 
um 

4 
um 

1 
um 

2 
um 

4 
um 

Characteristics of the 
original polygon 

11 10 4 4 4 0 0 0 4 4 4 orthogonal polygon 

12 12 7 7 7 0 0 0 7 7 7 bus bar 

13 16 37 35 34 0 0 0 37 35 34 bus bar 

14 16 10 10 10 0 0 0 10 10 10 arbitrary polygon 

15 20 35 34 32 1 1 1 38 37 35 arbitrary polygon 

16 25 39 38 36 1 1 1 42 41 39 arbitrary polygon 

17 23 87 84 78 2 2 2 91 82 82 arbitrary polygon 

18 25 39 38 36 1 1 1 42 41 39 arbitrary polygon 

19 18 37 35 33 1 1 1 41 39 37 arbitrary polygon 

20 154 188 185 184 0 0 0 188 185 184 arbitrary polygon 

21 20 34 32 31 1 1 1 35 33 32 bus bar 

22 148 154 152 151 0 0 0 154 152 151 arbitrary polygon 
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23 155 161 159 158 0 0 0 161 159 158 arbitrary polygon 

24 148 186 184 181 0 0 0 186 184 181 arbitrary polygon 

25 38 39 39 38 0 0 0 39 39 38 arbitrary polygon 

26 176 188 186 184 14 14 14 202 200 198 arc 

27 9 46 42 39 6 6 6 52 48 45 arbitrary polygon 

28 166 161 161 161 5 5 5 169 169 169 arc 

29 16 37 35 34 0 0 0 37 35 34 bus bar 

30 16 33 32 32 0 0 0 33 32 32 bus bar 

31 16 37 35 34 0 0 0 37 35 34 bus bar 

32 23 88 83 77 2 2 2 90 87 81 arbitrary polygon 

33 14 34 33 30 1 1 1 38 37 34 arbitrary polygon 

34 47 62 60 59 2 2 2 67 65 64 arbitrary polygon 

35 9 15 15 13 0 0 0 15 15 13 arbitrary polygon 

36 9 16 14 13 0 0 0 16 14 13 arbitrary polygon 

37 9 42 40 37 0 0 0 42 40 37 arbitrary polygon 

38 168 242 234 225 34 34 34 287 279 270 arbitrary polygon 

39 129 216 209 200 31 31 31 256 249 240 arbitrary polygon 

40 139 157 156 155 4 4 4 161 160 159 arbitrary polygon 

41 164 130 130 130 2 2 2 132 132 132 arbitrary polygon 

42 338 286 286 286 3 3 3 295 295 295 bus bar 

43 128 121 121 120 6 6 9 122 122 121 bus bar 

44 240 227 225 223 27 27 28 296 294 292 bus bar 

45 5 13 10 6 0 0 2 13 10 6 arbitrary polygon 

46 259 173 167 159 8 8 8 187 181 173 arbitrary polygon 

47 183 108 106 105 0 0 0 108 106 105 arbitrary polygon 

48 63 49 47 46 2 2 2 55 53 52 bus bar 

49 182 107 105 104 0 0 0 107 105 104 arbitrary polygon 

50 93 84 80 78 0 0 0 84 80 78 arbitrary polygon 

51 127 87 85 83 1 1 1 88 86 84 arbitrary polygon 

Table represents results of data processing two thousand two hundred polygons from real projects. 
To reduce the table we show the every forty-four result, but the table does not significantly reduce impact 
on the accuracy and reliability. 

Conclusion 

The proposed software enables to supervise all stages of formation of input sequence for integrated 
circuit layout generators and process data with usage of technological and technical restrictions of the 
laser generator. There are alternative variants of decision decomposition task and as you can see in table 1 
some algorithms implemented and display good result. All this enables to form better entrance sequences 
for integrated circuit layout generators. 
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The paper briefly describes the current state in road-climatic zoning researches and the bases of 

intelligent system creation for decision-making support and its substantiation. The extended matrix model for 

data and knowledge representation, the modified algorithms for regularity revealing and pattern recognition 

are presented. The basis of decision-making and its substantiation, the intelligent system creation and 

visualization tools including cognitive graphic tools are given. 

Introduction 

Nowadays, a large amount of intelligent systems (IS) of decision-making support and their 
substantiation were developed [1–4]. They are based on the different methods and algorithms including 
the methods of pattern recognition [1, 3, 4]. These systems are used successfully in such problem areas as 
geology, geo-ecology, building industry, constructional design, medicine, etc. 

A large of experience was gained in the field of the IS development for the different problems and 
interdisciplinary areas in the intelligent system laboratory of Tomsk State University of Architecture and 
Building by the supervision of A.E. Yankovskaya. Developing such systems in the different problem 
areas was proposed on the base of the intelligent instrumental software (IIS) IMSLOG [4]. The 
mathematical apparatus is based on the unusual matrix model of data and knowledge representation 
(DKR), the test methods of pattern recognition (PR), decision-making and its substantiation (DMIT), 
cognitive graphic tools (CGT) [5]. 

However, we do not know about development of the IS for the road-climatic zoning (RCZ) of 
geographic areas. The fact of such systems creation is beyond question. The solution of the RCZ problem 
is associated with the necessity to process many environmental and climatic parameters that is typical for 
large geographical areas in the design and building transport infrastructure objects (TIO). So, this lack of 
the RCZ problem solution is the main reason of the low reliability level of TIO because of the 
characteristics underestimation of environment-climatic conditions by designing different territories. The 
common methodological approach, based on the fundamental research in the field of information and 
communication technologies, and the IS helps effectively to solve the RCZ problems and to provide the 
standards improvement of building and design of TIO in the given environment-climatic conditions. 

An experience of many of the IS creations, based on the test methods of pattern recognition and the 
analysis of the RCZ problem, allows to reduce the zoning problem to the pattern recognition one. 

Below, the problem area description, the main definition and concepts, the extended matrix model 
of DKR for the RCZ problem solution are presented. The mathematical foundations of the IS of decision 
support for the RCZ problem, the visualization and cognitive graphic tools are described. 

1. Problem Area Description 

It is clear that the knowledge representation for the RCZ problem solution is necessary for 
qualitative improvement in designing and building of TIO. First, we give the short description to reveal 
the structure of problem area. 

There are four zones on the territory of Russia. Every zone contains such 3 subzones: plain, rolling 
plain and mountain subzone. Every subzone contains some number of road regions. A number of road 
regions in a subzone depends on the administrative formation. Zoning is performed on the base of the 
different characteristic and processes, namely, moisture accumulation characteristics in seasonally frozen 
ground of roadbed, structures and properties of clayey ground, etc. 

The most detailed researches in the RCZ are given in [6-8], which are taken into consideration 
when structuring the problem area. 
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2. Basic Concepts and Definitions. Data and Knowledge Representation 

The improvement of the matrix model of DKR in the context of problem area under investigation is 
necessary for the IS creation of the RCZ. 

The matrix model, given early in [5], represents data and knowledge as: 
1) the description matrix Q, which describes objects in the characteristics space of features, 
2) the distinction matrix R in the classification space of features of 3 types: 

a) the diagnostic type R1 with the included mechanisms of classification when every 
following column partition previous one into equivalence classes,  

b) the classification type R2 with the independent mechanisms of classification, 
c) the organization and management type R3 with the specified sequence of actions. 

Unlike matrix way of DKR was proposed in [5], and where a matrix model was used. There are 
used such two models: 1) the extended matrix model of DKR on the investigated Western Siberia 
territory; 2) the matrix model of DKR disregarding the specific of territory based on high-level expert 
knowledge. We give only difference of the extended matrix model from the model presented in [5] 
because the framework of the paper would not allow to give the full description of the extended matrix 
model of DKR in road-climate zoning area. 

The extended description matrix Q
e contains 4 additional columns. Every addition column 

corresponds to compulsory feature which is not used for regularities revealing and decision-making. 
These columns are used only for the specification of position and border of road-climatic zone, subzone 
and road region. Ones are numerical values mapped with administrative formation and tracking stations 
which are used for characteristic feature measurement. 

The rows of the extended descriptions matrix Q
e are mapped to tracking stations, columns are 

mapped to the measured characteristic features which describe environment-climatic conditions and 
different physical and mechanical characteristic of worked roadbed (geographical complex). The element 
q

e
ij of the matrix Qe determines the value of characteristic feature j for tracking station i except the values 

in columns of compulsory features. 
An expert fills the distinction matrix Re simultaneously with Qe

, but Re is filled by the data from 
tracking stations under investigation. We will use a type distinction matrix only, which is diagnostic type. 
Classification features are mapped to zones, subzones and road regions. 

3. Revealing Regularities. Decision Making 

The modifications of the next algorithms are necessary for the IS creation of the RCZ: 
a) the regularities revealing and building the unconditional irredundant diagnostic test (UIDT) and 

mixed diagnostic tests (MDT), 
b) feature space optimizing, 
c) selecting optimal subset of the IUDT and MDT on the base of the defined early criteria selection 

[9], 
d) the DMIS with using different visualization tools including CGT [10, 11]. 
The subsets of features with particular, easy-to-interpret properties that affect the distinguishability 

of objects from the different patterns that are stably observed for objects from the learning sample and are 
exhibited in other objects of the same nature and weight coefficients of features that characterize their 
individual contribution [5] into objects distinguishability and the information weight on the subset of tests 
are used for the final decision-making. 

These subsets can include constant (taking the same value for all the patterns), stable (constant 
inside a pattern, but non-constant), non-informative (not distinguishing any pair of objects), alternative (in 
the sense of their inclusion in the diagnostic test (DT)), dependent (in the sense of the inclusion of subsets 
of distinguishable pairs of objects), unessential (not included in any IUDT), obligatory (included in all the 
IUDT), and pseudo-obligatory (which are not obligatory, but included in all the IUDT involved in 
decision-making) features, and all minimal and all (or part, for a large feature space) irredundant 
distinguishing subsets of features that are essentially the minimal and irredundant DTs, respectively. 

The feature space is optimized on the basis of revealed regularities by: 1) removing all alternative 
features from every group, except for one; 2) deletion of all dependent features from every group. 

To solve the task of object under investigation (OUI) belonging to one or another pattern (to a class at 
the fixed mechanism of classification) the irredundant implications matrix [5] on the basis of matrixes Q and 
R is constructed. The irredundant implications matrix sets distinguishability of objects from different 
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patterns (classes at the fixed mechanism of classification). On the irredundant implications matrix with the 
application of logical-combinatorial algorithms various regularities are revealed, and irredundant column 
coverings are constructed [5] prescribing as a matter of fact all IUDT. 

Decision-making on belonging of OUI to one or another pattern of each of the IUDT within the 
framework of the logical-combinatorial approach of the pattern recognition is performed out with use of 
threshold value of the conditional degree of proximity of the OUI to the considered pattern. This threshold 
value is calculated on the basis of the admissible error of recognition preassigned by the user [5]. The 
admissible error is given in percentages. 

The definition of a membership object x to pattern k is defined by the coefficient of the conditional 
degree of proximity (ak) of an object to the pattern k [5]. 

The coefficient of interclass similarity Sk is defined as the ratio of the coefficients sum in pairs 
similarity (number of the equal values of the same name of features) of objects inside a pattern (class) to 
number of pairs objects of this pattern (class). 

The similarity coefficient Sk
x of an object with pattern (class) is defined as the ratio of the sum of 

the similarity coefficients of the given object with all objects of the pattern (class) to a number of objects 
of this pattern (class). 

Unfortunately, the framework of paper does not allow even briefly to describe the logical-
combinatorial-probabilistic methods of the pattern recognition and parallel algorithms for adaptive 
recoding features to take into account expert opinions. The modifications of algorithms are related with 
extending of matrix of DKR. 

4. Cognitive Graphic Tools for Decision Making and It’s Substantiation  

in Road-Climatic Zoning Area 

One of the most important stages of the IS creation is selection and work of visualization tools to 
DMIT. There are examples of usage of some visualization tools including CGT [5]. The free-distributed 
open-street maps (OSM) with information layer overlay for the presentation of common information are 
proposed. Information layer presents road regions with borders and some information about its. This 
information is a number of zone and subzone which are determined for road region. The proposed 
visualization tool is presented in figure. 

 

Visualization tool for representation of the map with zoning results 

The information layer is denoted by number 1. It is a transparent layer over the map. The thin black 
lines separate the different road regions. The different color tones are used for labeling the different zones 
(red color tone is used for zone 2, blue color tone is used for zone 3). Each color of the road region in 
every zone is unique color gradation from zone base color given from color transformation in the hue-
saturation-bright palette (HSB palette). The wide black lines are used to separate the different zones. 
Hatching over road region shows subzone type. Only 3 hatching types are used and only 2 types from 
them presented on figure. Description for all used colors and hatching is presented in the legend (see 
figure) and it is denoted by number 2. There is a list of all used hatchings and presented subzones in the 
upper part of the legend. The list of all used zones and correlated road regions is in the bottom part of the 
legend. 
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The information window for a road region is shown after click on a road region presentation. This 
window contains full information about a region. This information contains the road region name, 3-
simplex and 2-simplex as information about proximity to specific zone (left 3-simplex) and subzone (right 
2-simplex). The OUI (road region) is displayed as the circle with a big radius. Objects of learning sample 
are displayed as circles with smaller radiuses. The distance from the object OUI to an edge is directly-
proportional to proximity of the object to the pattern corresponding to the edge. Distances of an OUI to 
edges are displayed as color lines. Color of an OUI (or objects from a learning sample) is mapped to the 
pattern which belongs to the concrete object. Mathematical foundations of the visualization of these 
objects with use of n-simplex are given in [10, 11]. 

The n-simplex CGT applied to the RCZ allow effectively and clearly to make of decision. The 3-
simplex is especially effective at the displaying of patterns of the different objects related to one of the 
classification features, namely the zones amount of which for Russia today is equal to four. 

5. Bases of Intelligent System Creation for Road-Climatic Zoning  

Purpose of the IS creating is the fullest account of the environment and climatic conditions which 
impact on quality of TIO. The system is based on: 

1) the structuring of data and knowledge in roadbed designing and building field performed 
cognitologists in together with experts of the RCZ, 

2) the extended matrix model of DKR, 
3) the improved parallel algorithms for adaptive features recoding on the base of expert opinions, 
4) the logical-combinatorial and logical-combinatorial-probabilistic methods of the pattern 

recognition for regularities revealing and the construction of irredundant unconditional diagnostic tests 
including the irredundant fault-tolerant mixed diagnostic tests (FT MDT), 

5) the construction of decision-making rules on each UIDT (MDT or UIDT or FT MDT) and the 
final decision-making on the base of voting procedure, 

6) the improvement of cognitive graphic tools for a decision-making support and its substantiation 
based on the n-simplex and map with information layer overlay. 

Previously obtained results of the measurement characteristics of water-thermal regime of roadbed 
grounds on the territory of the Western Siberia will have been applied for development of data and 
knowledge base according to dominate geographical complexes [12]. The data and knowledge base will 
have been developed at the first. This base will contain new and refined data as such as soil evaporation 
from roadbed, duration of autumn moisture accumulation period, etc. 

The matrices Qe и Re will be filled as indicated out above. The matrices Q и R will be filled on the 
base of knowledge of a high-level expert on road building design and building field. The optimal subset of 
the UIDT will be selected on the base of newly formed subset of criteria. If the fault-tolerant IUDT is 
necessary, then decision making rules will be constructed for each UIDT and final decision-making will 
be obtained on the base of the voting procedure on decision making rules set. 

Created and improved visualization tool for data structure and revealed regularities representation 
allow to specialist in road designing and building field to present the data, knowledge base and revealed 
regularities, and effectively and evidently to make decision and substitute it. The modified algorithms will 
be implemented on C++ and will be integrated in the IIS IMSLOG [4] as dynamically linked plugins. The 
IS for RCZ will be constructed on the base of IIS IMSLOG. This system will be used for intelligent 
technology creation for RCZ. 

Conclusion 

The extended matrix model of DKR for the IS creation of RCZ is given. This model consists of the 
extended description matrix Q

e in characteristic features space and distinction matrix R
e in classification 

features space for each researched administrative formation. The extension is caused by adding unused 
compulsory features to a set of characteristic features which are not used for regularities revealing. The 
compulsory features are used the specification of position and the border of road-climatic zone, subzone and 
road region. The classification features are mapped revealed zone, subzones and road regions for 
investigated administrative formation. The additional description matrix Q and distinction matrix R are filled 
on the base of expert knowledge without the specification of territory. 

DMIT are performed with the usage of CGT and map with information layer overlay.  
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The bases of the IS creation of decision making supporting for RCZ are proposed. 
Geographical position of boundaries of I-II, II-III and III-IV road-climate zones will have been 

determined on the base of the developed informational intelligent technology. Therefore, refined map-
schema of road-climate zoning including a set of the Russia territories will have been obtained. This map-
schema will allow the specialists in the field of road design and building to make reliable decisions. These 
decisions will allow to ensure the required durability of TIO and to reduce expenditures for TIO 
construction and its maintenance. 

Supported by the Russian Foundation for Basic Research, project no. 14-07-00673, project no. 13-
07-00373a and project no. 13-07-98037-r_sibir_a. 
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 The idea that any thought is a temporary formation, consisting of images, emotions, and signs is 

postulated. When expressed in words much of the information fades away: 3-D model is transformed into 1-

plane speech expression. Experimental materials, supporting the hypothesis, are presented in the article. 

Introduction 

Suppose a young man wants to have a cup of coffee. Let’s try to imagine how this thought might be 
represented in his mind. Just like a string of the appropriate words or in some other way? Although the 
majority of people don’t think about the problem at all and many really believe that they think in words 
still the reality might be quite different. We know that many two-year old children can’t speak. But it 
doesn’t mean that they don’t think. Most probably they do it using the means they have: sensations, 
images, emotions and different gestures (signs). These means can effectively be used in the process of 
thinking later in life as well. The above mentioned young man for instance doesn’t need  to name the 
person, wanting coffee because it is obvious for him. And how does he know that he wants coffee? Quite 
probably thanks to some signals, coming from the appropriate receptors, located in his stomach. As to a 
cup of coffee, it may be represented in his mind as an image, consisting of the appropriate flavor of black 
coffee he used to have in the coffee shop near the underground station he passes by on his way home. As 
we see, the information, preserved in his mind is rather definite, has many aspects and attitudes. When 
expressed in speech this thought loses much of its richness and specificity.  

So the aim of the article is to come to a conclusion what our thoughts consist of, how we can 
understand them and what factors and conditions stand behind the words, expressing any thought. To be 
frank we are not always sure that we understand another person's thought correctly and we often say: 
“What do you mean by saying so”? It's not surprising that some scientists argue that 75% (100%) of the 
information is rendered in nonverbal form. The complexity of the problem becomes still more evident if 
we speak about people, belonging to different cultures and speaking different languages.  

G. Kaufmann underlines the existence of two paradigms: the symbolist and the conceptualist 
theories of thinking [1]. The first one includes two main approaches: the imagist  and the linguistic. 
According to the first one thinking is related to reality through imagery: mental images are the primary 
symbols of thinking; all other symbols are secondary and derived from images. Among the secondary 
symbols the most important ones are words. Pure verbal thinking does occur too, but it has to be 
translatable into imagery in order to be understandable. An extreme version of the linguistic theory 
asserts, that verbal thinking is the only “real” thinking.  The conceptualist position affirms that there exist 
two kinds of processes: a) a mental process where the thought is hatched out; the thought process may 
accompany speech and imagery but may also go on by itself; b) the second process is mainly needed for 
conveying a thought; language and imagery are thus placed in a purely external and adventitious position 
to thinking. So one might conclude that there exists one language that we think in and another language 
we talk in; no place remains for the possibility that language has a constitutive function in thought. 
Kaufmann concludes logically that thinking shouldn't be regarded as separate from its symbolic 
expression, occurring in its own super-physical realm; as for concepts, they should be understood as a 
seriously misleading maneuver to regard them as some kind of mental objects or entities, as a kind of 
basic elements of thought in the form of “abstract ideas” or “internal structures”. So the problem of 
thinking (or thought) seems to remain solved only partially and when asked what a thought might consist 
of we would be in difficulty searching for an answer.  

Soviet psychologists define “thought” as the principal element of thinking, aimed at search of 
connections; it can be expressed in words of a language, but can also resemble associations of meaningful 
images. Lev Vygotsky underlined the fact that a thought and its expression in speech are different 
phenomena. A thought doesn't consist of separate words. What is simultaneous in thought is successive in 
speech. Alexander Sokolov discovered that the electrical activity of the speech organ muscles depended 
on the difficulty of the proposed task for the subjects; as that type of activation was detected not only in 
the process of verbal reasoning but also in nonverbal thinking, he concluded that a thought is always 
linked to a language.  
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As we can see most scientists agree, that our thoughts might consist of words and images. But there 
arises the problem with words, because if a thought consisting of words is equal to what is said in oral 
speech then it's just silent speech. Another problem concerns emotions, that play so marked a role in our 
life that even the term “Emotional intelligence” was coined to underline its importance. Sometimes 
emotion is mentioned as something, that tincture image and thought in the flow of consciousness. But 
there's every reason to believe, that emotion is the third critical component of a thought.  

So the preceding material suggests that a thought might be considered as a dynamic temporary 
formation, constructed of signs (words, phrases), images and emotions in a particular proportion. Some 
thoughts may, of course, contain only images, others – only emotions, and still others, only words. If they 
contain only images or only emotions (or both), then the thoughts are practically unconscious and we 
can’t definitely say about what we are thinking. Other thoughts may consist only of signs or mostly of 
signs, mixed with images and/or emotions. In this case we are already well aware of the language we are 
using. 

Experimental data and discussion  

To test the above mentioned hypothesis one needs to have some equipment, that could, in some 
way, help register the moments, when in a listener’s mind there appear images (emotions), stimulated by 
what is said. Some steps in the direction were already made in the following experiment. Subjects were 
asked to listen to several short stories (an independent variable) and give signals every moment they had 
more or less vivid images, stimulated by the contents of each story (dependent variable). Their signals (as 
well as the story) were being registered on another tape recorder and later on analyzed. It turned out, that 
in the majority of cases the signals about appearing of images happened to be given when the subjects 
were listening to the elements of the text, reflecting some change, something new, unexpected etc.  
Practically the same result was obtained when the subjects were later asked to signal the moments, when 
they experienced certain emotions. The maximum amounts of signals happened to coincide with those, 
observed while focusing on images. But as emotions are more difficult (in comparison with images) to 
realize, the signals, that came from the subjects, were, of course, fewer. 

Many other experiments, based on the same methodology, were carried out later and they 
confirmed the hypothesis. So it was possible to make another step – to see if any thought, expressed by 
some person, could be analyzed from the point of view, prompted by the hypothesis. So the participants 
were asked to recollect some thought they expressed to someone or someone's thought expressed to them. 
When they did it they were asked to specify, whom the idea was addressed, what was there behind the 
words, that had been present in the thought but didn't get expressed in the utterance. 

Let's analyze some of the thoughts that the participants considered worthy of mentioning.  
Participant A. “If everything what I had dreamed of once came true, life would be absolutely 

uninteresting and might have made me commit suicide”. The phrase was pronounced during a friendly 
conversation with a friend; most probably just to reflect a certain aspect of personal experience. 
Dominance of the sign component (the words here are expressing the person's philosophy or world 
outlook) seems to be quite evident. 

Participant B. “There's no such thing as everlasting love because some day it comes to an end”. The 
judgment was addressed the participant's boy-friend while discussing further development of relations. In 
spite of the more or less emotional topic of the conversation, this phrase might be regarded as expressing 
the participant's world outlook and dominance of the sign component seems to be doubtless. 

Participant C. “Everything in this world happens in the only possible and the most favorable for us 
way”. The participant expressed the idea to her friend when the latter complained of having abandoned 
the former place of work as her boss was a willful person. The thought is the person's philosophic 
generalization and reflection of her optimistic world outlook. Although the participant uses the phrase in 
order to comfort her friend in some way, still one can see the obvious dominance of the sign component. 

Participant D. “Teaching foreign languages on the basis of the computer program “The 25th shot” 
might be dangerous for a pupil's mind”. The thought was spoken out during the lecture on methods of 
teaching foreign languages after watching some of the programs in action. Here the dominance of the sign 
component is also evident in spite of possible effect of images the participant had had during the program 
demonstration. 

Participant E. “Time and distance cannot produce any effect on people's feelings if they really and 
truly love each other. The main thing is the presence of desire to be together”. The phrase seems to be not 
very emotional judging by its contents. But the situation in which it was said shows that the thought is 
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based on the feeling of anxiety before parting of a dear person. The participant is anxious that long 
separation might deaden the other person's feelings. 

Participant F. “Soon the child is to go to the kindergarten”. The dominance of emotional component 
in the thought becomes evident when the participant informs about her anxiety and fear of the problems 
that might arise when the child starts visiting the kindergarten. 

Participant G. “You know, I have so much to do today and I am so tired”. The participant declines 
an invitation to come to someone's place because doesn't want to see the person. The emotional 
component is dominant here as well. In fact this is the case when the words don't reflect what is present in 
the thought of the participant. 

Participant H. “It's a wonderful day today”. The words are addressed to a boyfriend; the woman 
participant means to say that it's so nice to be with him that even the day seems to be just wonderful. The 
emotional component of the thought could have been expressed in many other ways, while the sign 
component in the situation doesn't matter much.   

Participant I. “It's infinite happiness and pleasure to be holding in my arms this little life and feel 
the beating of the tiny heart”. The participant remembered how some days before she had been to church 
as godmother and had been holding a one-month old baby for 20 minutes and had been experiencing the 
emotion-thought.   

Participant J. “You should have given a hint it was your birthday yesterday”. The thought was 
expressed by the participant's friend who came to her house the following day and saw flowers and 
presents; he realized it had been the participant's birthday but he had had no idea about it and surely felt ill 
at ease. One might conclude that image (perception) and sense of guilt served as a basis for the thought in 
the case. 

Participant K. “Why are you smoking in the room? The smoke is spreading all over the apartment 
and one can't breathe”. The phrase was addressed to the participant's brother and meant to blame him with 
being inattentive to the other members of the family. In this case perception (image) stimulates the 
emotion and these two components find expression in the above cited words. 

Participant L. “The weather is getting worse and worse every day”. The participant addressed the 
words to her mother on their way home from a shop. It was an overcast day and she was cold and 
melancholy. Evidently the phrase is based on the perception of the day (image) and the appropriate 
emotion.  

All other examples also speak in favor of the hypothesis. Some thoughts really contain only images, 
others – only emotions, and still others, only words.  Some other thoughts are constructed of signs (words, 
phrases), images and emotions in a particular proportion. The experiments help to see in a different light 
the role of emotion in thinking.  It usually is regarded as a phenomenon, influencing the process of 
thinking in some way but not as an important component of a thought. 

It's interesting to compare the above hypothesis with Johnson-Laird's  mental models [2]. He is of 
the opinion that models can embody abstract predicates that are not visualizable; images, in contrast, 
represent how something looks from a particular point of view. They are projected from the visualizable 
aspects of underlying models. A mental model, representing more abstract relations and its associated 
subconceptual apparatus is likely to be lying behind a scientist's picture of the world. 

Conclusion 

It was hypothesized that a thought might be regarded as a dynamic temporary formation, 
constructed of signs (words, phrases), images and emotions in a particular proportion: a 3D-formation. 
Some thoughts may contain only images, others – only emotions, and still others, only words. Some other 
thoughts may consist mostly of signs, mixed with images and (or) emotions. To test the hypothesis the 
participants were asked to listen to several short stories and give signals every moment they had more or 
less vivid images or emotions. Many more similar experiments were carried out later and they confirmed 
the hypothesis. So it was possible to go further and ask people to recollect some thought they expressed to 
someone or someone's thought expressed to them. Then they were asked to specify whom the idea was 
addressed, what had been present in the thought but disappeared from the phrase. In other words how 
much information, presented in a thought didn’t appear in the appropriate phrase. As we can conclude, a 
thought may be regarded as a 3D-representation which is to be transformed into a one-plane speech 
expression. 

The proposed materials can be regarded as a cross-cultural study of the language and thought 
problem. The data can foster mutual understanding between people, belonging to different cultures, as 
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they are supposed to help discover similarity and difference in thoughts and their expression in speech. 
And the quantity of the information, that didn’t find expression in speech, is worth paying attention to.  
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A scheme of constructing multivoice speech synthesizer based on the use of the synergies of integration 

of the text to speech and voice conversion systems are presented in this thesis. Such organization of the system 

allows simultaneous synthesis and modification actions in speech signal, based on an integrated approach to 

its treatment, significantly reducing the number of errors and artifacts that affect the resulting quality. 

Applying this approach let to implement a function for multimodal speech synthesizer without significant labor 

costs for training speech database to add new speakers. 

Introduction 

The key question in the field of the text to speech synthesis (TTS) system researches today is not 
about providing good levels of the main indicators, for example synthesized speech intelligibility. It is all 
about more complex features, such as the naturalness of synthesized speech, and support for multiple 
languages or different speaker voices – multivoice text to speech synthesis systems (MVTTS). The latter 
aspect requires special treatment and attention, because reconfiguration of the system to the new speaker 
requires a lot of time and costs of the system developers. The report proposes to consider the possibility of 
solving the problem of constructing multivoice synthesis system using voice conversion technology, 
based on the unit selection TTS developed in the speech synthesis and recognition laboratory of the 
United Institute of Informatics Problems NAS of Belarus [1]. 

1. Multivoice TTS architecture 

Voice conversion is a technique for speech signal processing, which allows to do the transformation 
of voice parameters characterizing the speech of the source speaker (SS) in the parameters of the target 
speaker (TS) [2]. Voice conversion as a signal processing technology works with stable over time features 
of speaker voice, manifested in the speech signal through a change in its acoustic parameters. The attempt 
to use this technology for TTS to solve the problem of adding multivoice synthesis features is quite 
obvious. However, the standard solutions in this area, tend to be a very straightforward approach to the 
application, and can be reduced to a simple piping of two types of systems. In such system, the acoustic 
processor of the TTS system and the voice conversion system are completely independent: the output 
signal coming from the TTS is used as input signal for the voice converter. The non-interactive approach 
has some disadvantages that may result in noticeable quality loss.  

The most basic one is that reconstructing the waveform and analyzing it again for converting voices 
is unessential, taking into account that the same speech model can be used for synthesis and for voice 
conversion. It is advisable the voice conversion system has access to the speech model parameters and can 
operate directly on them. Other important limitation is related to the prosodic changes of speech: two 
different prosodic modifications, from TTS prosody generator and VC system, are performed instead of 
one, and the consequence is that the quality degradation is higher than strictly necessary. The same 
phenomenon can occur with durations if the voice conversion system performs any duration modification. 
Although the unit selection process is optimized for obtaining synthetic speech as natural as possible 
without significant discontinuities, the fact that the resulting speech signal is to be transformed by means 
of certain voice conversion function should be taken into account in any way. 

Considering the above nuances system architecture allows neutralize the influence of these 
shortcomings was developed. This is achieved by integrating the conversion module in the acoustic 
processor unit and rational division of prosody conversion and signal parameters between the two species 
of systems. Simplified diagram of the architecture is presented in fig. 1 shows an interactive system in 
which all the limitations commented above are not present anymore. 
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Fig. 1. Architecture of the multivoice TTS  

First, voice conversion aspects are taken into account by the unit selector. Second, all the 
modifications (spectral and prosodic) are performed by a single block so that the signal characteristics are 
modified only once. Third, the concatenation and reconstruction of the synthetic speech signal are 
performed after having converted the source voice into the target voice. 

2. Speech representation model 

In our work we use a model based on STRAIGHT (Speech Transformation and Representation by 
Adaptive Interpolation of weiGHTed spectrum), originally designed and built by Professor Hideki 
Kawahara to investigate human speech perception. STRAIGHT uses procedures that can be grouped into 
three subsystems: a source information extractor, a smoothed time-frequency representation extractor, and 
a synthesis engine consisting of an excitation source and a time varying filter [3]. The elements that are 
extracted from the first two subsystems are depicted in fig 2.  

          

                                      a)                                                          b)                                                                 c)  
 

Fig. 2. Parameters extracted by the STRAIGHT model: 
а) pitch contour; b) aperiodic component of the speech; c) smoothed spectrogram 

Consider the basic nuances of these stages of the model. For the ability to model, adjust, and 
reproduce speech, it is important to be able to extract F0 trajectories which do not have any trace of 
interferences caused by the length of the analysis window and the signal waveform. The STRAIGHT 
system extracts as the fundamental frequency the instantaneous frequency of the fundamental component 
of the signal.  It is extracted as a fixed point of mapping from frequency to instantaneous frequency of a 
short-term Fourier transform. Normalized autocorrelation based procedure was integrated with the previous 
instantaneous frequency based procedure to reduce F0 extraction errors further. F0 extraction method 
assumes that the signal has a nearly harmonic structure. However, there will always exist deviations from 
periodicity, which introduce additional components on inharmonic frequencies. As such, we can find a 
measure of aperiodicity by taking the energy on inharmonic frequency normalized by the total energy. The 
aperiodic component is estimated from residuals between harmonic components and smoothed to generate a 
time-frequency map of aperiodicity A(w,t) [4].  

 Second stage, a smoothed time-frequency representation extractor is a heartbeat of the STRAIGHT 
model. Speech is inherently periodic and, ironically, this does pose problems. Repeated excitation of a 
resonator is an eʼective strategy to improve signal to noise ratio for transmitting resonant information in 
conventional VOCODER systems. However, this repetition introduces periodic interferences both in the 
time and frequency domains, as shown in the left panel of fig. 3.  



 
322 

     

a)                                                     b)                                                                 c) 
 

Fig. 3. Smoothed time-frequency representation extraction process: 
а) isometric Gaussian window spectrogram; b) reduced temporal variation spectrogram; c) STRAIGHT spectrogram.  

It is necessary to reconstruct the underlying smooth time-frequency surface from the representation 
deteriorated by this interference. The following two step procedure was introduced to solve this problem. 
The first step is a reduction of the remaining temporal periodicity due to phase interference between 
adjacent harmonic components is then reduced by introducing a complementary time window. 
Complementary window wc(t) of window w(t) is a defined by the following equation: 
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where T0 is the fundamental period of the signal. Complementary spectrogram PC(w,t), calculated using 
this complementary window, has peaks where spectrogram P(w,t), calculated using the original one, 
yields dips. A spectrogram with reduced temporal variation PR(w,t) is then calculated by blending these 
spectrograms using a numerically optimized mixing coeʼcient ξ. Fig. 3, b shows the spectrogram with 
reduced temporal variation PR(w,t) using an optimized mixing coefficient. Note that all negative spikes 
found in the top panel, that is P(w,t) disappeared. 

The second step is inverse filtering in a spline space to remove frequency domain periodicity while 
preserving the original spectral levels at harmonic frequencies. STRAIGHT does a smoothing operation 
using the basis function of the 2nd order B-spline. Because a spectrogram calculated using a 
complementary set of windows does not consist of line spectra, smoothing kernel hΩ is used to recover 
smeared values at harmonic frequencies. It is introduced because this operation yields the same results for 
line spectra and is less sensitive to F0 estimation errors.The following equation yields the reconstructed 
spectrogram PST(w,t) (STRAIGHT spectrogram): 
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where w0 represents F0. Parameter γ represents non-linearity and was set to 0,3 based on subjective 
listening tests. The shape of hΩ is calculated by solving a set of linear equations derived from w(t), wc(t), ξ  
and γ. The right panel of fig. 3 shows the STRAIGHT spectrogram of vowel /a/ spoken by a male speaker. 
Note that interferences due to periodicity are systematically removed from the left to the panel while 
preserving details at harmonic frequencies [5].  

After all kinds of transformations for waveform reconstruction procedure a set of parameters 
(STRAIGHT spectrogram PST(w,t), aperiodicity map A(w,t), and F0 with voicing information f0(t)) are 
used to synthesize speech. All of these parameters are real valued and enable independent manipulation of 
parameters without introducing inconsistencies between manipulated values. 

3. Voice conversion model 

To configure multivoice speech synthesizer on the target speaker is necessary to train the 
conversion model. This stage consists of the preparation steps of gathering a priori information about the 
SS and TS voices as phonograms or a set of records of individual units forming a phonetic basis. In our 
case it is allophones, because they are already presented in the unit database. Given set of phonograms are 
analyzed and parameterized by the model STRAIGHT. Next, correspondence between these sequences 
using HMM have to be determined, provided that we have transcripts to TS tracks. Clustering of the 
resulting joint space parameter vectors using statistical methods, particular based on soft classification of 
the Gaussian mixture model, is done. Characteristics of these classes or clusters act in the future as the 
conversion function parameters, which is the core of the conversion model and performs the process of 
transformation of the voice features. Details about the steps of the training phase were described in the 
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previous work and literature [6, 7]. Here let us to present the implementation features of the conversion 
function as one of the main part of the system during runtime. 

Conversion function, taken as a core in our work is based on a linear regression model of the first 
order, using as their coefficients GMM parameters obtained during the training phase. This function has 
proven effective especially when compared with approaches based on hard clustering parameter space [8]. 
However, a detailed analysis identified a number of shortcomings. The difficulty of choosing the GMM 
order with grows of which conversion quality degraded quickly (over smooth effect). And very simple 
first-order regression model has limited prediction ability. Statistical relationships are present between 
only one pair of vectors in each i-th time. (fig. 4, a). Model considers only the spatial correlation between 
the vectors of parameters, excluding the fact that the parameters of the speech signal does not change 
instantaneously, and have some ergodicity.  

                               

a)                                                            b)  
 

Fig. 4. Types of relationships between pairs of vectors of the training sequence: 
а) independent model; b) Markovian process.  

In this report we introduce an extended conversion function, based on the GMM and property of 
ergodicity. That’s take into account not only the spatial but also the continual correlation between 
adjacent vectors for SS and TS, thus giving the sequence properties of Markov process: 
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parameters {µ, Φ, Ψ, Ω }  is formulated as optimization problem , the solution of which could be found by 
the least squares method. 

The second conversion model improvement became usage of spectral weighting method, having a 
deep connection with the physical nature of the speech signal. It allows, on the basis of the available 
information to make the representation x calculation of the different functions of the frequency scaling for 
each frame of the input signal as a linear combination of Q basis functions {Wq(f)}, using the posterior 
probabilities pq  as weights to classes . Thus, the correct distribution of energy carried by the signal 
frequencies, and there is no substantial degradation of the resulting envelope. That’s help us to solve over 
smoothing problem. 
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Also a method for conversion of prosodic features using a parametric representation of the pitch 
contour was proposed. It is based on the dissent in the fundamental frequency of the singular points, 
according to the method of Patterson [9]. Next, using a piecewise linear function of a special form, which 
has different properties in different areas of the pitch frequency values , performed conversion circuit 
prosodic units. This manipulation provides the best quality conversion of prosodic features without 
significantly increasing the computational cost. 

Waveform reconstruction unit produces the restoration of the speech signal from a set of parameters 
based on the STRAIGHT model. At the output of the speech signal we get reconstructed phrases with 
voice characteristics of the target speaker, thereby solving the task of creating MVTTS with text 
independent learning. 

Conclusion  

Approach and principle of MVTSS building with the help of VC technology was presented. The 
rational choice of system architecture based on the interactional approach was provided. The proposed 
scheme due to synergies from the integration of two types of systems allows to fully exploit the beneficial 
properties of both, and solves the problem of generating MVTTS with improved exponents for speaker 
recognition and usability of the system. Аn extended regression function conversion to improve the 
accuracy of conversion parameter vectors and methods of application of the spectral weighting for solving 
the problem of over smoothing цas offered,. This should raise the quality characteristics of the recovered 
signal, while maintaining relatively high levels of awareness for the converted signal. 

This research was supported by the Belarusian Republican Foundation for Fundamental Research 
by providing a grant for collaborative research between UIIP NAS of Belarus and BSUIR under contract 
№ 12-1099B from 01.10.2012 named “Voice conversion for text to speech synthesizer”. 
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A.G. and N.G. Stoletovs, Russia 
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Tasks of automatic reconstruction of three-dimensional objects from orthogonal projections are actual 

for CAD. This paper summarizes the existing approaches to reconstruction from projections drawing. 

Algorithm of reconstruction of three-dimensional models based on boundary representation is developed. The 

algorithm uses patterns for the reconstruction of typical structural elements of the model. Patterns of standard 

elements are given in the form of adjacency matrix. The developed algorithm processes the data format DXF. 

The development of software modules are considered. The results of the system are presented. 

Introduction 

For the moment, a large number of the technical drawings, submitted in both paper and electronic 
form are accumulated in the archives of the enterprises. An additional point is that the development of 
many objects often begins with the drawing instead of three-dimensional model usage. Two-dimensional 
drawings are often difficult to understand, they are inconvenient to update and the ones can not serve as a 
basis for further developments with computer systems usage. 
The three-dimensional computer model of the object, which can be used for development of supervisor 
programs, engineering analysis, visualization, etc., is one of the components of electronic model of 
product. The modern CAD-systems have the following bevy of tools to generate the three-dimensional 
models “with a clean slate”: Boolean operations, the operations of object-oriented modeling, 2.5D-
operations, modification operations of vertices, edges and faces. Practically all CAD-systems allow the 
generation of drawings with usage of three-dimensional model. However, generation of three-dimensional 
model per drawing causes the designers difficulties, related to the lack of software. System fabrication 
that carries out the automatic reconstruction of three-dimensional models per the technical drawing, 
would allow many times reducing the time of different purpose objects designing. So it is necessary to 
develop algorithms and software of automatic reconstruction of three-dimensional models of objects per 
the technical drawing. 

1. Survey of algorithms of three-dimensional reconstruction per technical drawing 

All algorithms of three-dimensional models regenerating per drawings can be divided into two 
groups: B-rep [1–3] and CSG-approaches [4, 5]. CSG-oriented (constructive solid geometry) approach uses 
“top to bottom” regenerating strategy. The approach is based on the fact that each three-dimensional object 
can be built with usage of specific two-dimensional primitive in a hierarchical manner. Patterns are found in 
the drawing, which will serve as a base and they will be used for transformation into three-dimensional 
model. That done, the designed primitives are collected in the resulting three-dimensional model, using the 
Boolean operations. The disadvantage of CSG-oriented approach is the fact that with its usage it is difficult 
to recognize the basic primitives on complex drawings. As well as, it is difficult to imagine the surfaces of 
complicated shape, when using the CSG-geometry. 
B-rep-oriented (bounding representation) approach uses “ascending” technology. B-rep-oriented 
algorithms generally consist of the following steps: 

− generation of possible three-dimensional vertices from drawing; 

− edges synthesis per received coordinates of vertices; 

− design of faces from edges, lying in plane; 

− the formation of three-dimensional object from faces.  
Boundary representation provides considerable opportunities for modeling of object complex geometry, it 
is impossible to reach when using of CSG- approach. However, when using B-rep-representation the more 
storage space for storage and processing of data is required. An additional point is that, the created model 
is logically less stable, in other words it is possible to build controversial configurations. 

The existing algorithms of reconstruction per drawings are also characterized by the following 
characteristics: the degree of operator involvement in the reconstruction process, the surfaces geometry, the 
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number of views on the drawing, the possibility of error correction, the sections processing, etc. The 
analysis of existing algorithms of three-dimensional reconstruction of the objects models was carried out 
per technical drawing. 

2. The algorithm of automatic reconstruction algorithm on the basis  

of B-rep representation 

Presented algorithm is developed on the basis of B-rep-representation that provides the significant 
opportunities as to the description of the complex shape geometry. The fundamental concept of the 
algorithm is to find the structural elements of three-dimensional model with usage of pre-specified 
patterns. The templates are described by means of matrices. On the basis of the patterns, such elements as 
holes, slots, chamfers, etc. are described. 
The developed algorithm processes the data of vector drawing, saved in DXF (Drawing eXchange Format - 
format of drawings exchange) format. The algorithm consists of the following steps. 
Step 1. Drawing read of vector file. The primitives’ parameters (values of vertex coordinates, radius, 
centers of circles, etc.) are read off. 
Step 2. Automatic separation of the drawing per the views. The algorithm operates for the drawings, 
consisting of three views: front view, top view and view from the left. In this case, the location of the 
drawing primitives in reference to horizontally and vertically moving straight lines shall be checked. For 
example, the process of the drawing separation into the main view and the view from the left is finished 
when there are the primitives that are on the left and on the right from the straight line that is described by 
the equation x = A. At that this straight line does not intersect any primitive of the drawing. In this case, for 

each vertex of the primitive either condition xi > A or condition xi < A shall be met. Similarly, the drawing 
separation into the main view and top view is carried out. 
Step 3 . Finding of the coordinates of the vertices of the three-dimensional model on the basis of view (fig. 
1). If the main view to indicate as  F (Front), left-side view  as L (Left), top view as T (Top), then it is 
possible to determine the three-dimensional coordinates of the vertices from the following conditions: xF 
= xT, yF = yL, zF = zL. It is understood that the drawings are designed in the CAD-system with usage of 
standard tools: object snap, snap to grid, etc. Any inaccuracy in the creation of the primitives leads to an 
ambiguous interpretation of the image. 

 

y

x z
y

z

x

 

Fig. 1. Conformance of coordinates of the vertices on drawing views 

Step 4. Definition and marking of wire model primitives. The wire model consists of the segments 
of straight lines, arcs, circles, splines, etc. If at least two primitives’ projections on views coincide, then 
there are corresponding to primitive vertices, the coordinates of which are computed at step 3. Description 
of the primitive in three-dimensional space shall be fed into memory and it shall be assigned with number. 

Step 5. Definition and construction of reconstructed object model faces. The face is constructed on 
the basis of the closed loop of primitives, belonging to the same plane. The closed loop must consist of as 
low as practicable number of primitives. 

Step. 6. Definition and construction of structural components of the model on the basis of patterns. 
Each typical element can be determined on the basis of the adjacency of three-dimensional primitives 
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(segments of straight lines, circles and arcs), extracted from the drawing. We will assume the primitives 
that have the common vertex as adjacent ones. Thus, each structural component can be represented by 
wire model (fig. 2). 

 
Fig. 2. Structural components, submitted by wire model  

 
The relative positions of the primitives can be described on the basis of the adjacency matrix. Each column 
describes arc or circle, and the row is the segment of the straight line. The figure that determines both 
adjacency of primitives and their designation on the drawing is at the intersection of row and column. The 
matrices that define the patterns of the structural components are saved in the system beforehand. 
Depending on the relative positions of segment of straight line and circle (or arc) the matrix elements can 
possess the following values: 

− 0],[ =jiM , if circle (or arc) and segment of the straight line are not adjacent ones; 

− 1],[ =jiM , if circle (or arc) and segment of the straight line are adjacent ones. Circle (or arc) 

and segment of the straight line are represented by unbroken line; 

− 2],[ =jiM , if circle (or arc) and segment of the straight line are adjacent ones. Circle (or arc) is 

represented by the unbroken line, and segment of the straight line – by the dashed line; 

− 3],[ =jiM , if circle (or arc) and segment of the straight line are adjacent ones. Circle (or arc) is 

represented by the dashed line, and segment of the straight line – by the unbroken line; 

− 4],[ =jiM , if circle (or arc) and segment of the straight line are adjacent ones. Circle (or arc) 

and segment of the straight line are represented by the dashed line.  
For elements that are shown in the fig. 2, consequently the adjacent matrices will appear as follows: 
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Conclusion 

On the basis of the information, extracted from the drawing, the matrices shall be developed and 
they shall be compared with patterns, stored in the system. If the patterns parameters coincide, then it is 
possible to conclude as to the presence of one or another structural component. Further, the boundary 
representation of component form is created. 

As test example, the drawing, shown in fig. 1 was taken. The result of reconstruction of views is 
shown in fig. 3. 
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Fig. 3. Reconstructed three-dimensional model 

 

The developed algorithm is fully automatic one and it operates only with the drawings, presented in vector 
form. The algorithm presents high requirements to the accuracy of drawing construction, the one treats 
invisible lines and curved surfaces. It is necessary to describe the patterns of all primitives that can occur, 
when simulating, so that the system would be fully universal for various geometrical shapes. Test modules 
of the system are developed in the terms of AutoLISP language for AutoCAD system. 
This work was supported by RFBR (project № 13-07-97523, 13-07-00825), job number 2014/13 on the 
implementation of public works in the field of scientific activities of the base part of the state task Russian 
Ministry of Education 
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Versions of the interactive polyline active contours and shortest path algorithms to provide practical 

extraction of roads and rivers in low-resolution and noisy satellite images have been presented. The 

algorithms are workable tools to facilitate interactive segmentation of the mentioned objects. They are more 

robust in comparison known versions. Results of experimental study of the algorithms are shown for Landsat 8 

and radar satellite images. 

Introduction 

Extraction of objects in satellite images is an urgent task for many current remote sensing and 
cartographic applications. We faced this problem when developing software for monitoring of agricultural 
land on the basis of Landsat 8 multispectral satellite images. Spatial resolution of spectral images turned 
to be not enough to distinguish roads and rivers from agricultural land. Roads and rivers looked as the 
surface covered with dense vegetation. Additional tools are needed to find them in panchromatic Landsat 
8 pictures having twice the spatial resolution (15 m) compared with the spectral channels (30 m). After, 
roads and rivers can be excluded from consideration in spectral images. Fragment of a panchromatic 
Landsat 8 image is shown in fig. 1. Interactive extraction was chosen for that since automatic algorithms 
do not provide reliable extraction of lengthy objects in a case of low-resolution and noisy satellite images 
and results of automatic extraction are very difficult to correct manually. 

Thereby, the task of interactive extraction of roads and rivers will be understood in the following 
way. Given a low-resolution panchromatic (for instance, obtained by Landsat 8) or radar satellite image, 
an expert selects two pixels that restrict fragment of a road or river, which after should be segmented 
automatically. 

Many approaches have been developed to tackle the difficult problem of extraction of roads in 
satellite images [1, 2], including active contours [3], dynamic programming [4], deformable models 
[4–6], neural networks [7], simulated annealing and other stochastic processes [8], combinatorial 
optimization [9, 10] etc. However, almost all of them are either too time consuming or too sensitive to 
noise and resolution of images in order to be used for interactive segmentation. Besides, the mentioned 
algorithms require fine parameter tuning or preliminary learning. 

 

Fig.1. Fragment of enhanced panchromatic Landsat 8 image 

Really applicable interactive algorithms 
have to satisfy the following requirements: 
they should be fast to produce solutions 
without time delays, be easily and clearly 
tunable, and be robust to work in presence of 
distortions and noise. 

In accordance with the above 
requirements two algorithms have been 
chosen to solve the formulated task. First of 
them is a new version of active contours 
algorithm, and the second one is based on 
finding the graph shortest path. 

Both versions allow fast processor 
and GPU program realizations. The designed 
algorithms were tested using Landsat 8 and 
radar images. 

1. Extraction of roads and rivers by polylines 

The interactive polyline algorithm has been designed to extract road (or river) fragments ending with 
two pixels, which were selected manually by an expert in a low-resolution or noisy satellite image. 
Polylines were chosen to provide better control of curvature of the fitting line and prevent deviations 
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caused by distortions and noise. 
Let u and v  be end pixels of the current road fragment in an image I . Without loss of generality 

assume that the pixel u coincides with the coordinate system origin, i.e. ( )0,0=u . Let k  be number line 

segments in a polyline (fig. 2) with ends u and v . Raster polylines are parameterized by x-coordinates of 

their pixels, if the angle between the segment uv  and the X-axis does not exceed ο45 , and parameterizes 

by y-coordinates otherwise. Denote by )(xl  a polyline segment parameterized 

 

 

 

 

 

 

Fig. 2. Polyline model 

by x -coordinates of its pixels with ends 

),( yx uuu = , ),( yx vvv = , knots kppp ,...,, 10 with 

x -coordinates ,/,, kvjp xxj =∆∆=  and angles 

between adjacent segments 11,..., −kαα . For 

integer 0>h  denote by 

hxlxlh +=+ )()(  and hxlxl
h

−=− )()(  

polylines that surround )(xl , and by 

{ })()(,0),()( xlyxlvxyxpxL hxh h

+− ≤≤≤≤==  

the set of pixels between lines. Gradient features  
are used since they allow better extraction of roads from low-resolution images than color ones. 
The windowed image gradient is denoted by )(IGG= , and its estimate is computed as the convolution 

KIG ∗=  with user defined windowed gradient kernel K, which depends on road width. The image gradient 

G  is represented by the matrix with vector elements ( ))(),()( pgpgpg yx= , which are indexed by image pixels 

),( yx ppp = . The function F depending on orientation of the gradient with respect to the appropriate 

polyline segment is taken as a criterion for road extraction. It is of the form 
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where segment jj pp 1−  is chosen so that xjxxj ppp ,,1 <≤− , and ⋅  is the Euclidian norm. Actually, summands 

in (1) are absolute values of cosines of angles between vectors ( ))(),( pgpg xy−  that are orthogonal to 

gradients )( pg  and the appropriate segment vectors jj pp 1− . Form of the polyline is completely 

determined by its knots 11,..., −kpp  since ends kpp ,0  are fixed by an expert. Therefore, interactive polyline 

estimate of a road fragment can be built as 
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where the conditional maximum is taken over pixels 11,..., −kpp  with coordinates ,, ∆= jp xj  yyj vp ≤≤ ,0  

(or in the general case Rpr yj ≤≤ , , where r  and R  are y-coordinates of the rectangle that contains the 

current road fragment), and predetermined parameter β  restricts curvature of the polyline. Evidently, other 

criteria can be used instead of F . Among them are, for instance 
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or                        
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where 10 ≤< γ . The function 1F  should be maximized, whereas 2F – minimized, in order to find the road 

fragment. Results of experiments that show applicability of the algorithm are places below. 

2. Detection of roads and rivers by shortest path algorithms 

Combinatorial shortest path algorithms are known tool to solve image processing problems, including 
roads and river extractions [9, 10], but the task was to adapt the approach for practical interactive extraction 
of roads from panchromatic images taken with the recently launched Landsat 8 of radar images. Beside that 
a new way to determine local pixel distances, which are used in shortest path algorithms as arc weights, has 
been offered and properties of designed algorithms are shown. 

Let u and v  be end pixels of the current fragment of the road (or river), which were selected by an 

expert in an image I . Let also the set V consist of pixels of the bounding box B  containing the current 
road fragment. Denote by E  the set of arcs that connect adjacent pixels in the bounding box B , where 
adjacency is considered with respect to the standard 4-pixel or 8-pixel neighborhoods. Then, the pair 

( )EV ,  forms a directed graph with starting u and ending v  vertices. The shortest path ( )EV ,  problem can 

be considered after determining weights of the graph.  
Experiments have shown application of the 8-pixel neighborhoods provides more adequate results. 

In the following algorithm description will be done namely for such topology but in the case of 4-pixel 
neighborhoods principle of the graph construction remains the same. 

Remind that )(IGG=  is the image gradient with vector elements ( ))(),()( pgpgpg yx= , which are indexed by 

image pixels ),( yx ppp = . Weights of graph arcs should depend on proximity of the current road fragment. 

The best results were obtained with the following arc weights. For some predefined constant 0>d  

weights of two horizontal arcs ,,qpw  )0,1(±= pq  of each vertex p  were fixed as 

,
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weights of two vertical arcs ,,qpw  )1,0(±= pq  of each vertex p : 
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and weights of four diagonal arcs ,,qpw )1,1( ±±+= pq  of each vertex p : 
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After forming the directed graph ( )EV ,  and weight qpw ,  the shortest path algorithm is used. The 

trajectory of the shortest path is considered as the estimate of the current road fragment. Results of test of 
road extraction from Landsat 8 or radar images with help of the offered algorithm turned to be rather 
robust. One of them is given in the following section. 

3. Results of experiments and specificities of algorithms 

Large number of experiments has been done for panchromatic and radar images.  
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The polyline algorithm was tested with number of knots 6,4=k  the maximum angle ο30≤β , and 

half the width of the current road fragments 8,...,1=h . Results of tests can be seen in fig. 3. 

  

  

 

 

 

Fig. 3. Road fragments and results of their extraction from panchromatic and radar images 
by polyline (thick line) and shortest path (thin line) algorithms 

Similar results were obtained with help offered versions of shortest path algorithms. Both algorithms 
have shown practical applicability for extraction of road fragments from low-resolution satellite images. 

Conclusion 

Versions of interactive polyline active contours and shortest path algorithms have been presented to 
extract road and river fragments from low-resolution noisy panchromatic and radar satellite images. 
Algorithms were designed to extract road and river fragments from a satellite images based on fragment 
ending pixels, which were selected by an expert. Experiments with Landsat 8 images showed applicability 
of the offered versions that extracted correctly more than 85% of road fragments. In a case of radar images 
the both algorithms turned to be less accurate because of specificity of radar pictures brightness and other 
characteristics. 
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