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Abstract. In data analysis the issues of statistical decision 
making on parameters of observed stochastic data flows are im-
portant. To solve the relevant problems, here sequential statistical 
decision rules are used. The sequential statistical decision rules 
traditionally used loose their performance optimality in situations 
that are common in practice, when the hypothetical model 
is distorted. Here the robustified sequential decision rules are 
constructed for three models of observation flows: independent 
homogeneous observations; observations forming a time series 
with a trend; dependent observations forming a homogeneous 
Markov chain.

Index Terms: sequential decision rule, time series with trend, 
homogeneous Markov chain, distortion, robustness

I. INTRODUCTION

In applications, a problem of stochastic data flows analysis 
is often important [1], aiming decisions on one of two possible 
modes of a system that generates such a flow. The mode 
corresponds to a parameter value (or a value of parameters 
vector) that defines the probabilistic properties of the observed 
data.

To construct efficient decision rules, one of possible ap-
proaches is the sequential statistical analysis [2]. It exploits the 
key concept concerning the number of observations needed to 
make a decision with given small levels of error probabilities. 
It is not fixed a priori, and is defined through the observation 
process on the basis of the observed random values, so it is 
random itself [3]. The number of observations is tailored for 
each situation with the observed data flow, and this feature 
makes effective the resulting decision rule. There are two 
admissible decisions after each observation received: to stop 
the process and to decide in favor of one of two defined 
hypotheses, or to collect the next observation, as the requested 
accuracy is not reached at the moment. Although theoretical 
analysis of sequential decision rules is not trivial, it is widely
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used in medicine, finance, quality control, and other fields,
where the cost of each observation is not ignorable.

Here we use the approach developed in [4], [7], to construct
robustified sequential decision rules, i.e. the rules that are
robust [4], [5] under distortions of the hypothetical model of
data [6]. In other words, their performance characteristics are
essentially less influenced by the distortions as compared to
the sequential decision rules that are traditionally used.

II. SEQUENTIAL DECISION RULE FOR THE FLOW OF
INDEPENDENT HOMOGENEOUS OBSERVATIONS

Let a data flow of independent random vectors x1, x2, . . .
be observed with a probability distribution Pθ that has the
probability density function pθ(x), x ∈ U ⊆ RN , where θ ∈
Θ = {0, 1} is a parameter value which is not observed.

There are two hypotheses corresponding to two modes of
the system, in terms of the parameter value:

H0 : θ = 0, H1 : θ = 1.

A sequential decision rule is defined as a pair of com-
ponents: stopping moment rule, and acceptance (terminal
decision) rule. Consider a family of sequential decision rules
δλ = (τλ, dλ) based on function λ(·): U → R, where

τλ = inf{n : Λn 6∈ (C−, C+)}

is the stopping moment rule (the result depends on x1, . . . , xn
and that is why it is random), and

dλ = 1[C+,+∞(Λn)

is the terminal decision rule in favor of the hypothesis Hi, if
dλ = i, i ∈ {0, 1}.

The test statistic is

Λn = Λn(x1, . . . , xn) =
n∑
t=1

λ(xt), n ∈ N = {1, 2, . . . }.
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The parameters C−, C+ ∈ R, C− < C+ are called thresholds
and calculated according to:

C− = log
β

1− α
, C+ = log

1− β
α

,

where α, β are values given by a user for admissible levels of
error type I (H0 is true, but declined) and II (H1 is true, but
declined) probabilities.

For the traditionally used sequential probability ratio test

λ(u) = log
p1(u)

p0(u)
, u ∈ U.

Let the described above hypothetical model be distorted:

P̄k(x) = (1− εk)Pk(x) + εkP̃k(x), x ∈ U, k ∈ {0, 1}

be the factual data flow observations probability distribution,
representing a mixture of the hypothetical probability distri-
bution Pk and of the contaminating probability distribution
P̃k, where εk ∈ [0, 12 ) is the probability of contamination
(contamination level).

To construct the robust sequential decision rule, a family of
modified sequential tests δg = (τg, dg) is developed:

τg = inf{n :
n∑
t=1

g(λW (xt)) 6∈ (C−, C+)},

dg = 1[C+,+∞(
n∑
t=1

g(λW (xt))),

where

g(z) = g−1(−∞,g−)(z) + z · 1[g−,g+](z) + g+1(g+,+∞)(z),

z ∈ R.

Here g−, g+ ∈ R are extra parameters of the developed
sequential decision rules. Using this paprameters, the robus-
tified sequential decision rules are constructed with minimax
criterion w.r.t. the risk function.

III. INHOMOGENEOUS DATA FLOWS FORMING TIME
SERIES WITH A TREND

Consider the model of stochastic data flow, where inhomo-
geneous independent observations forming a time series with
a trend [8].

Let x1, x2, . . . be observations of a time series with a trend:

xt = θTψ(t) + ξt, t ≥ 1,

where ψ(t) = (ψ1(t), . . . , ψl(t)), t ≥ 1, are the vectors of the
trend basic functions, θ = (θ1, . . . , θl)

T ∈ Rl is a vector
of coefficients, their values are not known along with the
observation process, {ξt, t ≥ 1} is a sequence of independent
identically distributed random variables from N1(0, σ2).

To give more flexibility in the decision making, the case
of M simple hypotheses is considered w.r.t. the vector θ. The
following two sequential test were analyzed.

A. M -ary sequential probability ratio test. It uses the pos-
terior probabilities of the hypotheses. The stopping time Na

and the final decision da for this test are defined by the
equations:

Na = inf

{
n ≥ 1 : ∃m ∈ {1, . . . ,M},

P{Hm | x1, . . . , xn} >
1

1 +Am

}
,

da = arg max
1≤m≤M

P{Hm | x1, . . . , xNa},

where Am ∈ (0, 1] are some specified constants, m ∈
{1, . . . ,M}, da = m means that the decision in favor of the
hypothesis Hm is made.

B. Matrix sequential probability ratio test. Denote

Λn(i, j) = ln

(
n∏
t=1

n1(xt; (θi)
Tψ(t), σ2)

n1(xt; (θj)Tψ(t), σ2)

)
;

τi = inf{n ∈ N : Λn(i, j) > bij ,

∀j ∈ {1, . . . ,M} \ {j}}, i ∈ 1, . . . ,M,

where B = (bij), i, j ∈ {1, . . . ,M}, is the matrix of the
test thresholds (using them, the error probabilities of the test
are controlled by the user f the decision rule). For this test
the stopping time Nb and the final decision db are defined as
follows:

Nb = min{τi : i ∈ {1, . . . ,M}}, db = arg min
i∈{1,...,M}

τi.

For the two sequential tests defined above, the termination
with probability 1 property and the finiteness of all moments
of the random stopping time are proved under a condition rea-
sonable and affordable for practice. For the M-ary sequential
probability ratio test, upper bounds for the error probabilities
are derived.

A robustified version of the matrix sequential probability
ratio test based on change limitation for the test statistics
is constructed and its properties are analyzed via numerical
experiments.

IV. DEPENDENT DATA FLOW FORMING A HOMOGENEOUS
MARKOV CHAIN

Consider here the situation, where observations are depen-
dent and forming a homogeneous Markov chain [4].

Let the data flow be dependent observations forming a
homogeneous Markov chain x1, x2, . . . , with possible values
in the set V = {0, 1, . . . ,M − 1}. Denote the vector of initial
states probabilities by π = (πi), i ∈ V , and the one-step
transition probabilities matrix by P = (pij), i, j ∈ V , that
are: P{x1 = i} = πi, P{xn = j | xn−1 = i} = pij , i, j ∈ V ,
n > 1.

There are two hypotheses concerning the Markov chain
parameters introduced above: H0: π = π(0), P = P (0) with
the alternative H1: π = π(1), P = P (1), where π(0), π(1)

are the given values of the initial states probabilities vector,
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P (0) 6= P (1) are the one-step transition probabilities matrices
for correspondent hypotheses. Denote also:

λ1 = ln
P1{x1}
P0{x1}

, λk = ln
P1{xk | xk−1}
P0{xk | xk−1}

, k > 1,

Λn =
n∑
k=1

λk, n ∈ N,

where Ps{x1} is the probability to observe the value x1,
Ps{xk | xk−1} is the probability to observe xk at the moment
k provided at the moment k−1 the value xk−1 was observed,
if hypothesis Hs, is true s ∈ {0, 1}.

As it was done above, construct the sequential decision rule
to decide in favor ofH0 orH1. According to this decision rule,
with given thresholds values C−, C+ ∈ R, C− < 0, C+ > 0,
hypothesis H0 is accepted on the basis of n observations,
if Λn ≤ C−. Hypothesis H1 is accepted, if Λn ≥ C+,
otherwise the observation process is not stopped, and (n+1)-th
observation is requested.

Correspondent families of modified sequential decision
rules are developed. Within the developed families, the robusti-
fied sequential decision rules are constructed with the minimax
risk criterion [10].

V. CONCLUSION

The approach is applied to analysis of COVID-19 incidence
dynamics process in the Republic of Belarus to identify types
of trajectories: growth, horizontal fluctuation, decrease [11].
Also cases of composite hypotheses can be treated with the
discussed approach [9].
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