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Abstract. The paper addresses chest pathologies 

analysis problem. An algorithmic approach based on 

neural networks is proposed. An algorithm is 

implemented as a special software package. 
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I. INTRODUCTION

In the conditions of a pandemic, the primary task of 

medicine is to detect the disease at an early stage. The 

solution of this problem is carried out by mass screening 

of the population. Doctors usually use all kinds of 

(stationary and portable) equipment to obtain primary 

data about patients. However, the use of various types 

of medical devices makes analysis of the images 

obtained quite difficult. To increase radiologists' 

performance, in this case, a flexible software tool is 

necessary. It should be as independent as possible from 

the types of technical devices. The data processing and 

diagnosis making a diagnosis can be simplified to a 

greater extent by using an appropriate set of algorithmic 

tools that automate all its stages. 

The report discusses one of the possible approaches 

to solving the problem based on intelligent image 

analysis [1, 2]. 

II. PROBLEM ANALYSIS AND PROBLEM STATEMENT

Before proceeding to the solution of the problem, it

is necessary to identify the main stages of obtaining and 

analyzing [3–5]. X-ray images and the problems 

associated with them. 

The overall process of obtaining and analyzing 

radiographic images can be presented in the form of a 

sequence of the following main stages: 

 Collecting data from various radiographic

devices,

 Image preprocessing,

 Intellectual data analysis,

 Predictions calibration,

 The stage of diagnosis.

It is evident that the solution of a specific 

application problem is associated with each of these 

stages. In addition to that, it is necessary to take into 

account the specifics of the corresponding problem 

when solving them. Thus, at the data collection stage, 

it is necessary to support the transfer of images from 

various types of medical devices. At the image 

preprocessing stage, images of various devices must be 

brought to the common view. At predictions' 

calibration stage the specifics of the specific medical 

equipment should be taken into account. Finally, when 

making a final diagnosis it is necessary to diagnose not 

only the main, but also the accompanying diseases. 

III. THE PROCESS OF SOLVING THE PROBLEM

Let's first consider the stage of preprocessing a set of 
images 𝑋. 

Let some transformation 𝑔: 𝑋 → 𝑋′  be given for 
performing image preprocessing. The resulting image 
𝑋′  has the following limitations: 𝑥′ ∈ 

∈ [0 … 255]𝑤×ℎ×𝑐, ~∀𝑥′ ∈ 𝑋′,  where 𝑤  and ℎ  are 
width and height of the image and 𝑐 is the number of 
channels.  

That is, the initial X-ray images are reduced to a 
common format with the same dimension, which 
simplifies their subsequent processing. 

Let's consider the next stage of image analysis. Let 
𝐷 = {𝑑1, 𝑑2, … , 𝑑𝑘}  be the set of possible pathologies. 
Notation 𝑑𝑖 ∈ 𝑥 is used to show that pathology 𝑑𝑖 is
present at the image 𝑥. Since it is necessary to detect 
all diseases present in the image, then for each input 
image 𝑥 ∈ 𝑋′  a 𝑘 -dimensional vector 𝑦 = 
= (𝑦𝑖|𝑦𝑖 = 1(𝑑𝑖 ∈ 𝑥)) is assigned, where 1(𝑥)  is an 

indicator function. 

Let 𝑌 =  {𝑦} be the set of all possible pathologies. 
Thus, at the stage of image analysis, it is necessary to 
construct a transformation 𝐶: 𝑋′ → 𝑌. 

To solve this problem, a convolutional neural 
networks approach [6–8] is proposed. Inputs for the 
neural network are images 𝑥 ∈ 𝑋′  and outputs are 
probability vectors 𝑝(𝑥) = 𝑝(𝑝𝑖|𝑝𝑖 = 𝑃(𝑑𝑖 ∈ 𝑥)). 
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At the stage of converting the vector 𝑝 into 𝑦, it is 
necessary to build an algorithm 𝐼: 𝑃 → 𝑌. It is intended 
for results calibration and interpretation. At the same 
time, it is necessary to take into account the specifics of 
the X-ray equipment (the manufacturer, the shooting 
conditions and other factors). A simple threshold 
selection algorithm is proposed. 

Let's assume that a vector of threshold values 

𝑇 = (𝑡1, 𝑡2, … , 𝑡𝑘), ~𝑡𝑖 ∈ (0,1) is given for each specific 

device. Interpretation transform is defined as following: 

𝐼(𝑝) = (𝑦𝑖̂|𝑦𝑖̂ = 1(𝑝𝑖 > 𝑡𝑖)). 

Thus, the process of chest pathologies analysis is 

described in general terms. The most interesting stage 

in this case is the image analysis stage, since the 

performance of the entire intellectual framework 

depends on the quality of its solution. 

IV. DENSENET ARCHITECTURE

A well-known DenseNet architecture [9, 10] is 

chosen for image analysis. An image 𝑥  of 

dimensionality 384 × 384 × 3 is fed into the network. 

As a result of the transformation performed by the 

neural network, the resulting feature description of the 

image 𝑓(𝑥)has dimensionality of 12 × 12 × 2048.  

With the help of linear layers composition feature 

description is projected into the vector 𝐿 = 

= (𝑙1, 𝑙2, … , 𝑙𝑘|𝑙𝑖 ∈ ℛ). Number of components 𝑘 in that 

vector matches the total number of lung pathologies 

under analysis. To interpret the result in terms of 

probability, as required by the process, it is necessary 

to apply a sigmoid function to the vector 𝐿 component-

wise: 𝑝(𝑥) = (σ(𝑙1), σ(𝑙2), … , σ(𝑙𝑘)),  where σ(𝑥) = 

=
1

1+𝑒−𝑥. DenseNet architecture is presented in Fig. 1. 

As a result of the intelligent image analysis, besides 

pathologies recognition, it is also vital to interpret the 

outputs of the neural network. That interpretation will 

be used later by the radiologist to validate or correct the 

diagnosis made by the algorithm. 

To interpret the prediction, it is proposed to use a 

heat map constructed by the CAM algorithm. 

Let 𝑓(𝑥)𝑖𝑗
𝑘  be a pixel of 𝑘 -th feature map of the

resulting image vector description created by the neural 

network. The operation Global Average Pooling can be 

defined as follows: 𝐹𝑘(𝑥) =
1

144
∑ ∑ 𝑓(𝑥)𝑖𝑗

𝑘12
𝑗=1

12
𝑖=1 . The 

heat map is defined by the equation 𝑌𝑐 = ∑ 𝑤𝑖
𝑐𝐹𝑖𝑘

𝑖=1 , 

where 𝑐 is the sequence number of the pathology under 

consideration, 𝑤𝑖
𝑐  is the weight of the connection

between 𝑘 −th feature map and 𝑐-th pathology inside 

the dense classification layer. 

V. EXPERIMENTS

To test the operability of the algorithmic solution, 

experiments were conducted using images from the 

NIH [11] and RSNA radiographic image databases. 

The RSNA database contains X-ray images with 

annotations. The total amount of data is about 30,000 

images. There are 3 classes available for recognition: 

Normal, Lung Opacity, Not Normal/No Opacity. To 

simplify the experiment, only the first 2 classes were 

used. In addition to the class labels, the annotation of 

the images contains the coordinates of the areas in the 

image that the experts considered important when 

making the final diagnosis. Such data are not used in 

this study. The results of evaluation on the test set are 

presented in Table I. 

TABLE I. RSNA EVALUATION RESULTS 

Precision Recall F1 

Normal 0.947 0.971 0.959 

Pneumonia 0.956 0.919 0.937 

The second data set (NIH) consists of 112 thousand 

images. 14 different lung pathologies are available for 

classification. A distinctive feature of the data set is that 

pathologies can appear simultaneously. The data set is 

very diverse, it contains images that differ in brightness 

and contrast. Some images have labels that indicate the 

orientation of the X-ray image. 

The NIH database is not balanced by the number of 

classes which significantly complicates the process of 

training a neural network. To overcome this 

complexity, the following approach is proposed. 

Each training sample 𝑥 is assigned a vector 𝑤 which 

is used to scale loss function for that training sample. 

For each unique pathology label 𝑐 ∈ 𝑇  two weight 

coefficients 𝑤𝑐
+ and 𝑤𝑐

− are calculated. The first one is

used for positive images relatively to pathology 𝑐, the 

second one - for negatives. 

Fig. 1. DenseNet architecture 

44

Pattern Recognition and Information Processing (PRIP'2021) : Proceedings of the 15th International Conference, 21–24 Sept. 2021, Minsk, Belarus. – Minsk :   
UIIP NASB, 2021. – 246 p. – ISBN 978-985-7198-07-8.  
© United Institute of Informatics Problems of the National Academy of Sciences of Belarus, 2021  
This paper is legally taken from PRIP'2021 Conference Proceedings. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).



𝑤𝑐
+ =

α𝑐(𝑁𝑐 − 𝑁𝑐
+)

α𝑐(𝑁𝑐 − 𝑁𝑐
+) + 𝑁𝑐

+
,

𝑤𝑐
− =

𝑁𝑐
+

α𝑐(𝑁𝑐 − 𝑁𝑐
+) + 𝑁𝑐

+
.

In that equation 𝑁  is the total number of training 

samples, 𝑁𝑐
+ - the number of samples with pathology 𝑐, α𝑐

is a hyperparameter. The resulting weight 𝑤 is calculated 

as 𝑤 = (𝑤𝑖|𝑖 ∈ 𝑇), 𝑤𝑖 = 1(𝑖 ∈ 𝑥) ∗ 𝑤𝑖
+ + 1(𝑖 ∉ 𝑥) ∗ 𝑤𝑖

−.

To increase the variety of images and combat the 

retraining of the neural network, the augmentation of 

input data is conducted. The following operations are 

considered: Center Crop, Random Horizontal Flip, 

Random rotation. 

The results of the evaluation are presented in Table II. 

They confirm the efficiency of the proposed algorithm 

for its use in practice. 

TABLE II. NIH EVALUATION RESULTS 

AUC-

ROC 

F1 F1(calibrated) Threshol

d 

No Finding 0.792 0.740 0.770 0.001 

Atelectasis 0.816 0.397 0.420 0.7994 

Consolidation 0.797 0.207 0.219 0.9790 

Infiltration 0.708 0.387 0.426 0.001 

Pneumothorax 0.885 0.383 0.422 0.959 

Edema 0.883 0.237 0.237 0.9590 

Emphysema 0.896 0.287 0.347 0.979 

Fibrosis 0.799 0.092 0.110 0.979 

Effusion 0.883 0.556 0.555 0.599 

Pneumonia 0.791 0.068 0.096 0.979 

Cardiomegaly 0.891 0.301 0.351 0.979 

VI. PRACTICAL IMPLEMENTATION AND THE EXAMPLES

OF OPERATION 

A software package has been developed based on 

the algorithmic solution of the problem. This complex 

automates the process of diagnosis, which greatly 

simplifies the work of radiologists. 

The software package consists of the following 

modules: 

 Algorithmic module,

 A database with verified images and diagnoses

to them,

 Module for visualization and interpretation of

results,

 Calibration module,

 User and Expert Interfaces.

The architecture of the software package is 

presented in Fig. 2. 

VII. CONCLUSION

The article addresses the problem of chest 

pathologies intellectual analysis. The process of the 

analysis is carried out using X-ray images. That images 

are obtained from different types of technical devices. 

An approach to solving the problem is proposed, 

including preprocessing of source images, interllectual 

analysis, calibration of results and diagnosis. 

Experiments have been conducted to confirm the 

efficiency of this approach. Based on the results of 

theoretical research, a software technology has been 

developed that provides an effective solution to the 

problem. 

Fig. 2. Software package architecture 
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