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Abstract. In this paper the UNet 3+ model is used for 
detection regions of multiple sclerosis on radiological 
images. For increase quality the specific image 
preprocessing improves quality of dataset and results of 
detection. The proposed solution for the automatic 
identification of pathological areas using artificial neural 
networks has significantly increased the speed of 
analyzing the state of the pathological pattern. 
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I. INTRODUCTION

Multiple sclerosis is a serious disease of the central 
nervous system that leads to disability among people, 
including young people of working age. Insufficient 
knowledge of the pathogenesis of this disease and an 
increase in the frequency of its occurrence require the 
intensification of studies of this pathology [1].  

The most important symptom of multiple sclerosis is 
a focal lesion of the central nervous system caused by 
auto aggression against myelin proteins in the brain and 
spinal cord. In this case sites of demyelination occur and 
sclerotic plaques appear in the small veins of the brain, 
in the cerebellum, in the spinal cord, in the optic and 
other cranial nerves. They are an important diagnostic 
feature of multiple sclerosis.  

Magnetic resonance imaging (MRI) is the most 
effective tool for visualization of demyelination sites 
nowadays. However, for an objective description of the 
state and dynamics of the pathological process, 
visualization of foci on MRI sections should be 

supplemented with data on the size, intensity and 
localization [2].  

Detection of lesions is the first step towards 
obtaining additional quantitative information from MRI 
images. In most cases, their boundaries are blurred and 
have poor contrast against the background of the brain 
tissue. Therefore, the detection of pathological sites is 
the most time consuming and at the same time the most 
important stage. The accuracy of the diagnostics largely 
depends on the accuracy of the detection. Meanwhile, 
in medical practice, segmentation of foci is carried out 
either by manual methods (contouring), or by semi-
automatic methods (for example, by algorithms of area 
growth or "smart brush"). The diagnostician must first 
visually assess the information content of the image area 
in terms of the level of brightness and localization, and 
then carry out the recognition procedure. Considering 
that the radiologist has to analyze at least 120 slices 
(50 + 40 + 30 in three orthogonal projections), it is easy 
to understand how difficult this work is. This affects the 
accuracy of the results, especially when examining 
multifocal patterns [3].     

The use of advanced methods of volumetric 
reconstruction of MRI images, based on fully automatic 
segmentation of informative objects by neural 
networks, contributes to an increase in the productivity 
and accuracy of the study. 

II. PREPARATION OF TRAINING IMAGES

We used  MRI-series of 50 patients obtained in 
different modes (T1, T2, Flair, etc.) for training the 
neural network. In addition, data augmentation was 
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used. It is the technique for generation additional 
training data from the initially available initial set of 
images [4,5]. In our case, the initial training set 
consisted of 455 3D-series. It  corresponds to different 
modes and different studies of 50 patients of the 9th City 
Clinical Hospital of Minsk. 

For the augmentation the Albumentations library 
was used. We chose the following parameters for 
augmentation: 

rotations up to 20 degrees;
shift;
scaling;
horizontal reflection;
vertical reflection;
sharpening;
spectrum change;
optical distortion.

To increase the volume of initial data, we used
methods based on geometric and brightness 
variability for informative objects in the original 
images. Methods of the first type increas the data 
volume by reorienting and scaling the available input 
images. This allowed the network to learn invariance 
to this kind of distortion, even if the distortion was 
absent in the original images. 

III. DEFINITION OF CNN MODEL

For the most complete automation of the procedure 
for segmentation of pathological areas on MRI scans, a 
selection of the architecture of a convolutional neural 
network (CNN) and a strategy for its training was 
performed, which would allow obtaining a high return 
with a limited initial sample. The learning strategy is 
based on the most complete extraction and effective 
generalization of meaningful information concentrated 
in the initial data. The effect is achieved due to the 
automatic generation of additional data from this data. 
The network architecture consists of a tapered section 
for capturing context, and a symmetrical expanding 
section for more accurate localization and contouring of 
objects. This network organization is called  U-Net 3+ 
[6] like as Fig 1.

The UNet 3+ gives simplified overviews of UNet,
UNet++. Compared with UNet and UNet++, UNet 3+ 
combines the multi-scale features by re-designing skip 
connections as well as utilizing a full-scale deep 
supervision, which provides fewer parameters but 
yields a more accurate position-aware and boundary-
enhanced segmentation map [7, 8]. 

Fig .1.  The model of UNet 3+ [1]. The depth of each node 
is presented below the circle 

IV. NEURAL NETWORK TRAINING

The series were divided into training set and 
validation one in a ratio of 75% to 25%, respectively. 
The formation of sets of training and validation images 
by series allows you to include all MRI slices of the 
series in only one sample (training or validation). This 
is justified by the fact that similar regions belonging to 
neighboring slices will lead to overfitting if they get in 
different samples. An additional set of test images for a 
separate small group of patients is formed during the 
testing phase of the final version of the neural network. 

The next step in the training procedure is to obtain 
training images (MRI slices) from the 3D series, divided 
into training set and validation one. Sections without 
pathological regions are not used in training, since 
preliminary tests showed that training on all sections 
gives worse results. Examples of the formation of 
training sets are given below. It is clear that the number 
of series selected for the same MRI scan mode exceeds 
the number of unique patients, since several series 
(taken at different times) can belong to the same patient. 

Two neural networks were trained: one on MRI 
series obtained in the T2 TSE scan mode; the second on 
all images (all modes were used). The amount of 
training data is shown in Table I. 

TABLE I. AMOUNT OF TRAINING DATA FOR EACH MODEL

Model
Number of 3D-series Number of slices

Trainin
g

Validation Training Validation

Mode T2 
TSE

119 40 1500 506

All MRI-
modes

341 114 4789 1452
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V. QUALITY ASSESSMENT OF NETWORK

To assess the quality, the Intersection Over Union 
metric (or Jaccard index) was used, given by the 
formula (1): (1): 

=   (1), 

where TP (true positive) is selection of a pixel that 
actually belongs to the focus of demyelination; FP
(false positive) is false selection of a pixel that does not 
belong to the focus; FN (false negative) is false marked 
pixel as not belonging to the focus; Im1 is an area 
identified by an expert as a focus of demyelination; Im2
is area identified by the neural network as a focus of 
demyelination. 

The metric can take values from 0 to 1. It assesses 
how closely the area of the real focus Im1 (selected 
interactively by the expert) matches the area Im2, 
segmented automatically by the neural network. The 
higher the metric value, the greater the coincidence, 
and, therefore, the more reliable the neural network 
model works. In Figure 1, the same focus is 
highlighted by an expert (green) and a neural network 
(brown). 

a)  b) 

Fig. 2.  Jind metric demonstration: total image of MRI-section, 
with highlighted foci A and B (a); fragment of the MRI image  

with focus A (b) 

There is an overlap of areas of green and brown in 
Figure 1b. In Figure 1b, the overlapping areas of green 
and brown correspond to the area selected by both the 
expert and the neural network. 

VI. DISCUSSION AND CONCLUSION

The best accuracy was obtained for the trained 
model with the input image size 352x352 and the batch-
size 9. It is equal to 0.62 (IoU, Jaccard index). 
combination of the binary cross-entropy and the 

 This model was 
trained for 100 epochs using a GeForce GTX 1080 Ti 
graphics card. The training lasted 4 hours. 

Examples of the results of segmentation of areas of 
destruction of the myelin sheath are shown in Fig. 3, 4. 

The color of individual areas corresponds to the color in 
Fig. 2: green corresponds to the selection of the focus 
by the expert, brown to the selection of the focus by the 
neural network. The overlapping areas of green and 
brown correspond to the area selected by both the expert 
and the neural network.  

a) b)

c)

Fig. 3.  Myelin sheath lesions: original T1W image (a); areas 
identified by an expert (b); part of an enlarged image (c) 

Fig. 4 shows that, the network found all the affected 
areas. For two of them, the highlighting coincided with 
the expert's opinion, one is highlighted contrary to the 
expert's opinion. In such cases, additional validation is 
required.  

In Fig. 5, the network also highlighted all the foci 
(the areas highlighted by the expert and the network 
changed color when superpositioned).  In addition, the 
network highlighted a problem area, which the expert 
did not mark as a focus of demyelination (it remained 
brown). In this case, additional validation of the results 
is required. 
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a) b)

Fig. 4.   Myelin sheath lesions: areas identified by neural 
network (a); a enlarged part of the image with the result of 

comparing the lesions identified by the expert and the network (b) 

a) b)

Fig. 5. Myelin sheath lesions: marked on the original T2W 
image (a); overlay of results of the selection by the expert  

and the neural network (b). The arrow indicates area 6, identified 
as an outbreak only by the network    

In Fig. 6, the neural network did not identify area 
3 as a focus of demyelination, but at the same time 
found areas 1, 2, 4, which for some reason were not 
noted by the expert. Additional analysis of the results 
is required, but neural network extraction looks more 
promising. 

In general, it can be seen that the network 
successfully detects problem areas on MRI-scans 
obtained in different modes. The most accurate results 
are obtained with T2 TSE images. It should be noted 
that the sizes of the areas selected by the network do not 
always coincide exactly with the sizes of the same areas 
identified by the expert. This is due to the ambiguity of 
the focus boundaries, and the result of network 
segmentation is not always less accurate, especially 
when there are many lesions on different sections. 
Working under severe stress, the expert gets tired and 
over time his attention weakens.  

Fig. 6.  Myelin sheath lesions: the result of the superposition of 
the results of the selection of foci by the expert and the neural 

network. The arrow indicates the areas of non-coincidence

The proposed solution for the automatic 
identification of pathological areas using artificial 
neural networks has significantly increased the speed of 
analyzing the state of the pathological pattern. 
Traditional manual isolation of demyelination lesions 
requires at least 65 minutes per patient, semi-automatic 
isolation takes about 23 minutes, whilea automatic 
segmentation is performed within 1 minute. In addition, 
automatic segmentation using a neural network allows  
to get hundred-percent repeatability of the analysis 
results and significantly reduce the workload for 
neurologists and radiologists.  
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